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1. Introduction

1.1. Definition of Terms

lon pairing describes the (partial) association of oppositely
charged ions in electrolyte solutions to form distinct chemical
species called ion pairs. lon pair formation is invoked as
the most plausible explanation either of certain types of direct
experimental evidence (e.g., the appearance of a new band
in the vibrational spectrum, see section 3.6) or of deviations
observed at moderate concentrations from predictions of
electrolyte theories that accurately describe the properties
of very dilute electrolyte solutions. If the ion association is
reasonably strong (the value depends on the charges on the
ions and the relative permittivity of the solvent, but corre-
sponds roughly to an association constknt,of, say,~1000
M~ in water, where M= mol dn3), there is usually little
difficulty in separating the properties of the ion pair from
the long-range nonspecific ierion interactions that exist
in all electrolyte solutions. However, when the ion association
is weak, there is a strong correlation between these non-
specific ion-ion interactions (characterized in terms of
activity coefficients) and ion pair formation (characterized
in terms of an association constant). The often quoted saying
of Onsageris appropriate here: “The distinction between
free ions and associated pairs depends on an arbitrary
convention.... In a complete theory this does not matter; what
we remove from one page of the ledger would be entered
elsewhere with the same effect.” From a more practical
standpoint, Robinson and StoRe@p 49-50) comment:
“The chief criterion for [classifying] an electrolyte [as
nonassociated] is the absence of valid evidence for any form
of association. Since the validity of such evidence can be a
matter of personal opinion...there can be no general agree-
ment.”

To minimize such subjectivity, species are generally
described as ion pairs if two oppositely charged ions in
solution stay together at a separationwhich is smaller
than some specified cutoff distanée,lons further apart than
R are considered “free”. Various theories have been proposed
for choosing the value dR and for describing the properties
of the ion pairs and free ions that together produce the
observed behavior of electrolyte solutions.

It is generally accepted that ions cannot approach each
other more closely than some “distance of closest approach”,
a, due to the strong repulsive forces of the electron shells of
the ions, even if polarizable. The distangés understood
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to bear some relation to the sum of the (crystal ionic) radii

of the oppositely charged ions, generadly> r. + r_. In
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theories, the solvent is treated as a dielectric continuum
characterized solely by its bulk permittivitg, = 4meoe;,
whereeg is the permittivity of free space andlis the relative
permittivity (dielectric constant) of the pure solvent. Typi-
cally, the ions are treated as hard spheres of dianasied

only pairwise interactions between them are considered. This
collection of assumptions is nowadays known as the “re-
stricted primitive model” (RPM). More sophisticated models
of electrolyte solutions have, of course, been developed, but
their mathematical complexity, often coupled with extensive
use of adjustable parameters, puts their detailed consideration
outside the scope of this review.

Very short-range interactions (hard or nearly-hard sphere
repulsions) involve the mutual exclusion of ionsrat a.
However, at distances < r < R, solvation of the constituent
ions must be considered. On this basis an ion pair may be
classified as a (double) solvent-separated ion pair (2SIP),
when the primary solvation shells of both ions remain
essentially intact, as a solvent-shared ion pair (SIP), if a single
solvent layer exists in the space between the ion partners of
the pair, or as a contact ion pair (CIP), if no solvent exists
between the partners and the ions are in direct contact (Figure
1).

(@ (b) (c)

Figure 1. Schematic representation of ion-pair types: (a) solvent
separated (2SIP), (b) solvent shared (SIP), and (c) contact (CIP).
The complete solvation shell around the ion pair is not displayed.
(Reproduced from ref 16, p 221, with permission of Wiley.
Copyright 1985.)

The long-range electrostatic forces that keep the partners
of an ion pair together are nondirectional. lon pairs are,
therefore, nominally distinguishable from complexes, even
those involving only one cation and one anion, in which
covalent coordinative bonds are formed. In the latter, electron
density is transferred from the anion (the ligand) to a free
orbital in the cation (the metal ion). Other Lewis batewis
acid interactions involving ions coupled with the transfer of
electron density should be excluded from the concept of ion
pairing too. However, once an ion pair is formed, electron
density transfer may occur in a second stage, but the
consideration of such cases is outside the scope of the present
review.

It is pertinent to look a little more closely at the
relationship between ion pairing and complexation. As noted
above, the conventional view is that ion pairs are held

summary, two ions of opposite sign are considered to form together by long-range, nondirectional electrostatic forces
an ion pair if their distance apart is betwegmndR for a while complexes are formed by short-range, spatially directed
time longer than the time needed to diffuse over such a donor-acceptor (coordinative) covalent interactions. How-
distance. Once ions are paired, they are thought to have ncever, this difference is largely semantic. Once an ion pair is
tendency to associate with other ions in dilute solutions, formed, there is no method for determining the origins of
although, at higher electrolyte concentrations, ion triplets, the attractive forces holding it together, although we may
quadruplets, or larger aggregates may form. choose to impose particular models of such forces on it. Nor
A major role in the association of ions in solution into can strength of association be used as a distinguishing
pairs is thought to be played by long-range electrostatic forcescriterion, since electrostatic and covalent forces are broadly
between the ions, usually modeled as a Coulomb’s law similar (some strong ion pairs are more stable than some
attraction, attenuated by the solvent permittivity. In many species that would normally be regarded as complexes).
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Similarly, a kinetic criterion is also not universally ap- at near-ambient temperatures and that serve as reasonable
plicable: while most ion pairs are labile, their rates of solvents for electrolytes. The focus of the present review
formation or dissociation are not always greater than those has again been on electrolytes composed of simple, mon-
of “complexes”. lon triplets AC""A~, formed by purely atomic, and mainly symmetrical polyatomic ions. The
long-range electrostatic forces (section 5.1), look like the consideration of ion pairs involving charged organic mol-
product of the second stage of a multistage complexation ecules that play an important role in organic chemfstig
process. As will be discussed further below, it is more substantially outside the scope of this review. No attempt is
profitable to consider ion pairing and complexation as made to be comprehensive when discussing various cases
essentially indistinguishable or just slightly different aspects of ion pair formation. The main theories proposed for dealing
of the same phenomenon. with ion pairing are presented, again without attempting to
For ion pairs to be treated as distinct entities (chemical be exhaustive. Although some of these theories are quite old,
species) in electrolyte solutions, valid evidence for them must they continue to be employed in recent studies.
exist. For example, in many situations: “An ion pair must  The experimental methods used for studying ion pairing
be long-lived enough to be a recognizable kinetic entity in are necessarily the key to a valid description of this
the solution.? Therefore, brief encounters of oppositely phenomenon. Historically, the conductivity of electrolyte
charged ions due to their thermal motions in solution are solutions has been the major tool employed, followed by
not considered per se to produce ion pairs. There is nopotentiometry and, less directly, by measurements of elec-

generally valid range of lifetimes of ion pairs, but rate
constants for their dissociation approaching 4@, corre-
sponding to a lifetime of~1 ns, have been reportéd.

trolyte solution thermodynamic properties, mainly activity
and osmotic coefficients. The consequences of ion pairing
for thermodynamic properties, such as density (partial molar

Regardless of their lifetimes, ion pairs can be considered tovolumes) and enthalpy changes, are also considered. Spec-

be at chemical equilibrium with the free ions, with the extent
of formation quantified by the fraction of the total number
of ions remaining free and (% o) as the fraction associated,
with an association constaii,. Consider the ion-pairing
equilibrium in an electrolyte solution of concentration
(usually in the units of molarity, M):

Cc+ + Aa— — CA(c—a)+ (1)
where C' is the cation, A-, is the anion and C&* is

the ion pair, with all species being solvated to an extent
determined by the interaction of each species with the
surrounding solvent. The net charge of the ion pair-(a)
may be zero (for a symmetrical electrolyte) but need not be
so. The fractionst and (1— o) are those that are obtained
experimentally by various methods. Using the usual relation-
ship between activities and concentrations on the molarity
concentration scalea(= cy;), the formation of the ion pair
can be quantified in terms of the equilibrium concentration
quotient,Ka, or in terms of the standard (infinite dilution)
association constamt,® and a ratio of activity coefficients:

Ka = (1 — a)c/(ac)’ = (1 — a)fo’c = K,°(y. ly,p) (2a)

wherey.' is the mean ionic activity coefficient of thieee
ions andyp is the activity coefficient of the ion pair. As
mentioned above, the values6£° and ofy.'?/y,r become
strongly correlated when the former is small. However,
theoretically derived values &€,° and ofy.' (and alsoyp

if it has not been arbitrarily set to unity as is often done)
have been calculated in attempts to break this correlation.
These values can then be used to predicalues; agreement
with experimental values was considered accordingly to
validate the theory.

1.2. Scope

The purpose of this review is to expound the present (mid-
2005) status of the ion-pairing concept and illustrate it with
examples of well characterized ion pairs formed in electrolyte

troscopic measurements (mostly BVis, IR, Raman, and
NMR) on electrolyte solutions have played a significant role
in the elucidation of ion-pairing phenomena, and their
premises are reviewed accordingly. Relaxation methods,
mainly dielectric relaxation spectroscopy, although much less
widely employed, have provided invaluable insights into the
nature and kinetics of ion pairs and are also considered.
lon-pairing studies have mostly been of single electrolytes
in dilute solutions, although more concentrated solutions
(where further association to triple ions, quadruple ions, and
higher aggregates may occur) have also received attention.
Polyelectrolytes are a special case of ion pair aggregates and
are only briefly reviewed here, since their behavior merits a
comprehensive separate review. The formation of ion pairs
is strongly influenced by the solvation of the ions; hence,
the transfer of ion pairs between solvents of different
solvation abilities is discussed. This is an example of the
useful methodology of ion pair distribution, which is widely
employed for separation and synthetic purposes (section 6.3).
Because of its importance, ion pairing has been the subject
of chapters in the classic treatises on electrolyte solutions:
The Physical Chemistry of Electrolytic SolutidmgHarned
and Owef® and Electrolyte Solutionsby Robinson and
Stokes’ The monographElectrolytic Dissociatiorby Monk!!
andlon Associatiorby Davies!? described the then (early
1960s) “state of the art”, including the methods used and
the results obtained, along with their interpretation and
consequences. Subsequent books sucln@&sactions in
Electrolyte Solution®y Nancollag® andlons and lon Pairs
in Organic Reactiongdited by Szwartalso contain useful
accounts of various aspects of ion pairing, as do several other
books, including some by one of the present autkbrs.
The most recent comprehensive coverage of the subject is
found in various sections of the bo#thysical Chemistry of
Electrolyte Solutions: Modern Aspegchy Barthel, Krienke,
and Kunz!’ Surprisingly few readily accessible review
articles on ion pairing are available; those of Kr&usnd
Szwaré published long ago are noteworthy.

1.3. History of the lon-Pairing Concept

solutions in various solvents. As in previous publications by  The electrolytic dissociation theory of Arrhenius developed
the present authofs! the solvents considered have been in the 18808y which became widely accepted soon after its
restricted to the common molecular substances that are liquidpublication, recognized that electrolytes are extensively
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dissociated in solution but that dissociation was not neces-That is, Bjerrum set the cutoff distance for ion pairingRat

sarily complete at finite electrolyte concentrations. Indeed,

Arrhenius used the (rather poor quality) experimental
evidence then available, mostly electrical conductivity and

= (. He argued that although this cutoff distangeis
arbitrary, it is reasonable, since the work required to separate
such ion pairs is at least twice the thermal energy. Bjerrum

freezing point data, to derive degrees of association for further considered that the ion pairs and free ions thus defined
various electrolytes in water. However, the notion that some are in thermodynamic equilibrium, so that the mass action

“strong” electrolyte solutions, exemplified by sodium chlo-

law and an association constal, can be applied to the

ride in water, were best considered as completely dissociatedon-pairing process, as in eqs 1 and 2.

into free cations and anions was developed by Sutheffand,
Bjerrum?! and otherg?

The tremendous successes of the DetiytackeP? and
Onsage® theories (of electrolyte activities and conductivities,
respectively) in the 1920s, in which dilute electrolyte

solutions were modeled as consisting of completely dissoci-
ated ions perturbed by long-range Coulombic interactions,
led to the almost total eclipse of the ion association model.

Free ions, being subject to the nonspecific electrostatic
ion—ion interaction effects, will have a mean activity
coefficient ofy.'. This can be calculated by the extended
Debye-Huckel theory but with the distance of closest
approach set ag (instead of thea of that theory) and the
ionic strength given bytc (for 1:1 electrolytes). In this way,
Bjerrum arrived at an expression f& (see section 2.1).
This model and its expression fi continue to be widely

This situation was re-enforced by the recognition that the applied as the “Bjerrum treatment of ion pairing”, which has
apparent agreements obtained by Arrhenius regarding thebeen used to account for deviations of the mean ionic activity

degrees of association for most “near-strong” electrolytes,

coefficients of many supposedly strong electrolytes from the

using various types of experimental data, were largely extended DebyeHuckel expression. However, Bjerrum’s

fortuitous. Davie¥ has commented: “[the idea of complete

dissociation] was not advanced as a rule of universal validity.

theory requires that a given electrolyte in all solvents (or
mixtures) with the same permittivity should have the same

Yet...complete dissociation was so attractively simple and it value of K. Many instances where this was not the case
harmonized so happily with [other] knowledge that [it passed have been yeported. _ _
as such] into popular science.....fostered, no doubt, by the Fuos&® initially adopted Bjerrum’s approach, presenting

suspicion that deviations from the Deby@®nsager theories
would find a physical explanation [not involving associa-
tion]”. This “suspicion” was aided by the almost total focus

expressions for the ion distribution functions from which it
emerged that “short-range pairs” were to be considered as
distinct dipolar particles. He furthermore stated that for

at that time and subsequently on aqueous solutions wherefypical separation distancé&s> 2, where

because of their high permittivity (see below), ion pairing is
oftenrelatively unimportant and hard to detect. Such views

b= g/a= (€°/2¢)aksT (4)

persist to the present. For example, some experienced , ) ,
researcheféhave recently stated: “there is no clear evidence contact ion pairs would not be the predominant form.

that [aqueous solutions of divalent metal sulfates] associate”,

Fuos$® subsequently altered this view, partly on the basis

despite a plethora of experimental data to the contrary Of the work of Denison and Ramséy.These authors

(reviewed in several recent pap®r¥). Nevertheless, the

failure to develop satisfactory theories that explain experi-

considered only ions in contact to be ion pairs; those at all
other distances were regarded as free. A Born cycle was then

mental data at even modest concentrations without resort toUsed to calculate the Gibbs energy of separating ions from
empirical parameters, coupled with the steady accretion of @ distancea to infinity in a medium of permittivitye, Whl%?
direct evidence for the existence of ion pairs, has resulted 9ave an expression for the work involvedwf(a) = bkeT.

in ongoing support for the concept of ion pairing.
Bronsted'’s theory of specific ionic interacticipostulates
that ions of like charge (sign) influence each other uniformly

whereas ions of opposite charge influence each other
electrostatically to an extent that is specific to the nature of

the ions. Based on this idea, Bjerréirimtroduced the concept
of ion pairing of strong electrolytes. The electrostatic work
required to separate two ions, i and j, with chargesand
ze, wheree is the unit charge, from a distanceapart to
infinity is Wij(r) = —zze?/er. Bjerrum then calculated the
probability of the ion i to be at a given distancérom the
ion j. If the signs ofz andz are the same, then the probability
increases monotonically with but if the signs are opposite,
then the probability has a minimum at a certain distance

q= 2762k T (3)
wherekg is the Boltzmann constant afdis the thermody-
namic (Kelvin) temperature and the effect of the solvent is
expressed only through its bulk electrical permittiwiti.e.,

the solvent is taken as a dielectric continuum). Bjerrum

It followed that the association constant for these contact
ion pairs InKa should be linear with ¥ Although there
are a few electrolyte/solvent systems for which this is true,
in general it is not.

Gilkersor¥? also considered only ions in contact as pairs
and applied the Kirkwood partition functi&hto arrive at
an expression for the effect of soluteolvent (ior-dipole)
interactions. However, no equation based on measurable
quantities could be written for these effects. WritiKg*
for the factor that expressed them, Fi8ssummarized
Gilkerson'’s result a&a = Ka* exp(b). This device removed
the direct dependence of Ku on 1k, consistent with most
experimental findings. Fuoss then presented an alternative
derivation of this expression, again considering only contact
ion pairs, with a distanca between their cente’8 The Fuoss
expression (see section 2.2) #x, which took the formK,*
exp@), has also been widely used and is known as the “Fuoss
treatment of ion pairing”. It does not meet the reservations
of Gilkersor¥? concerning the inadequacy of ekp(as a
description of the differences in experimental association
constants for solvents of similar permittivities (as Fud&s'
does not depend @), nor does it include his suggested ion

suggested that all oppositely charged pairs of ions at distancesolvent (ion-dipole) interactions.

r < q apart should be considered as associated ion pairs

In 1954 three groups independently noted that limiting ion

whereas those at larger distances should be regarded as fre@airing only to ions in direct contact could not explain certain
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phenomena. Rather, the data under consideration indicatedand other criteria (see section 4.2). A detailed discussion of
the presence in solutions of ion pairs separated by one orthis problem as it relates to coordination chemistry is outside
two solvent molecules. Thus, Grunwéldproposed the  the scope of this review, but the relationship to contact and
existence of a solvent-separated ion pair on the basis ofsolvent-shared ion pairing is evident.

electromotive force (emf) measurements, while Winstein et An important landmark in the deve|opment of the ion-

al 3 described salt effects on solvolysis kinetics in terms of pairing concept was the application by Justice and Jyatice
both “intimate” or “internal” (i.e., contact) ion pairs and  of the rigorous McMillar-Mayer statistical thermodynamic
“external” or “solvent-separated” ion pairs. Other terms that theory as expressed by Rasaiah and Friedfriarterms of
have been used to make this distinction are “tight” and the pair correlation functiomy; _(r) for ions of opposite
“loose” ion pairs and, if metal ions are involved, “inner and  charges in an electrolyte solution. On this basis Justice and
outer sphere coordinatiof® Interestingly, Sadek and Fudss  justicé? proposed an expression for the calculation of the
also mvoked_ ion pairs _Wlth solvent molecul_e:_; between _the interaction energyV, _(r) required for obtaining the pair
ions for the interpretation of some conductivity data, prior correlation functiorg- —(r) still within the “restricted primi-
to Fuoss’ restriction of ion pairing to contact paifs. _ tive model” (spherical hard ions of the same size in a uniform
A critical development in understanding the relationships dielectric medium, neglecting many-body interactions). It
between the various types of ion pairs was the work of E_|gen involves a short-range interaction energ# and a long-
and Tamn?®%* These authors suggested, on the basis of range Coulombic term. The final result for the mean ionic
ultrasonic absorption data, that ion pairing proceeded in activity coefficient of an associating electrolyte vindicated
stages, as a result of competition between ion solvation andthe Bjerrum treatmer?€ Note, however, that according to
the electrostatic attraction between oppositely charged ions.jystice and Justiée the short-range interaction can be

The first stage was the formation of a solvent-separated ionincjuded in the calculated Bjerrum integr@{(b), but then
pair (2SIP), where the solvation shells lodth cation and the integration is front = 0 rather than front = a. If W*

anion remained essentially intact. This step occurred at a= « for r < aandW* = 0 forr > a, then the resutt is the
very fast (diffusion controlled) rate. The common representa- same as Bjerrum'’s.

tion of this kind of ion pair (Figure 1) specifies two solvent
molecules on the line connecting the centers of the partner
ions. It was proposed that in a second, slower, stage a partiat
desolvation of the ion pair occurs to form a solvent-shared
ion pair (SIP) with a single solvent shell shared in the space
between the partner ions. In the final, slowest, stage the
solvent molecules between the partners were eliminated to
form a contact ion pair (CIP) that was still solvated outside
the region of contact (Figure 1). These three kinds of ion
pairs were assumed to be in chemical equilibrium, described
by stepwise ion association and solvent elimination equilib-
rium constants. If the solvent is represented by S, the cation
by C*, and the anion by A, then the stages can be
represented as

Barthef® proposed what was later called the low concen-
ration chemical model (IcCMJ that took up the formula-
ions of Justice and Justi&°to deal with 2SIPs and SIPs.
He considered the cutoff distance for ion pairingRas- a
+ nds, whereds is the linear dimension (diameter) of an
oriented solvent molecule located between the pairing
partners aneh = 1 or 2. The solvation is taken into account
by multiplying the Bjerrum integral (with limits frona to
R) by the factor exptu*/ksT), with u* being an adjustable
parameter, independent o{see section 2.5). The results of
this approach are analogous to the GilkePd@mr Fuosg’
expressions foiK,, in that the solvation parameter can
explain the deviations of liK4 from the linear dependence
on 1k, which is expected on the basis of the RPM.

o e K e e Ko e nae Ks While agreement on the long-range potential of mean force
C'S,t+ A" §=3§C SA" §,=SC SA” 5= (PMF), the Coulombic term, had generally been achieved
S(C‘H_Aa_% (5) by this time (end of the 1970s), no consensus has been

arrived at on how to deal with the short-range interactions.

where the solvation numbers are> p > r > x andn > q In particular, the prediction of a linear relationship between

> s> yand the overall association constanKis = K; + In Ka and 1£ from theories based on the RPM has often

KiK. + KiKzKs (see sections 2.3 and 3.5). The validity of been refuted by the experimental findings (some early

this so-called “Eigen mechanism” was demonstrated by €xamples are in refs 32, 37, and 48, but many others have
means of ultrasonic relaxation techniques. been reported). The notions of the molecular discreteness

For a given system not all of the steps in eq 5 may be Of the solvent near the ions and of dielectric saturation in

detectable or even occur. Some authors have preferrecthe solvation shells of the ions (both ignored in the RPM)
to model ion association as a two-step process, usuallycan be treated in several ways. Byberg et a seldom
omitting the formation of the 2SIP species. Indeed the guoted early paper, dealt with these problems by assigning
concept of stepwise elimination of the solvent between the radii to the solvation shells of the ions, inside which dielectric
constituents of an ion pair is closely related to the notion of Saturation took place with an arbitrarily assigned relative
outer- and inner-sphere coordination compounds in solution. Permittivity (5.5 in the case of hydration). Maré@giscussed

In their study of the association of sulfate anions with Some aspects of dielectric saturation with respect to ion
cobalt(lll) amine complexes, Posey and Taiflfeund that pairing.

Co(NHs)sH,O%" formed an outer-sphere species with,50 Other approaches have also been useful, for example the
virtually instantaneously. This was followed by the slow extended RISM (reference interaction site model). Hirata and
displacement of a water molecule from the inner coordination Levy®' employed the RISM to yield a theoretical relative
sphere of the inert Co(lll) complex by S0, to form an permittivity erism for the Coulombic term of the PMF,
inner-sphere complex. More general considerations of inner-W,. _(r), and a term that comprised a Lennard-Jones type of
and outer-sphere coordination have been presented by Jinteraction (repulsion and dispersion forces¥, and a
Bjerrunt®and Ahrland!* who discussed ways to distinguish  solvent-mediated potentiahW. However, the theoretical
them in agueous solutions on the basis of thermodynamicerism yielded wrong values for methanolic solutions, so that
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a semiempirical approach had to be used instead:(r) ion pairing? The widely used semiempirical Pitzer expres-
= ziz &ler + u* + AW, employing the bulk relative  sions for activity coefficienf§ do not recognize ion pairing
permittivity €. This, however, makes the entire calculation explicitly. However, they include a coefficiept? that takes
rather nontransparent. RasRfnalso applying the RISM  care of effects otherwise deemed to be due to ion pairing
approach, used hydrated ionic radii in calculating the PMF and can be shown to be closely correlated vidthvalues
between ions in aqueous solutions but concluded thatobtained by independent means (section 8.1).
dielectric saturation and specific solvent structure made only There are, therefore, still many aspects of ion pair
small contributions. Good agreement with results from the formation in electrolyte solutions that require further study.
RISM approach was reported for aqueous solutféns.

Simonin, Blum, and others reverted to considering only 2. Theoretical Treatments of lon Pairing
ions in contact as forming an ion pair and used the mean
spherical approximation (MSAY 55 for their description of
ion association in aqueous solutions. They took into accoun
nonconstant solvent permittivity and the diameters of the
hydrated cations, both assumed to be linearly dependent o
electrolyte concentration, yielding two adjustable parameters.
Using the MSA theory with these two parameters they could ) L
fit the experimental activity and osmotic coefficients of de€velopment of the concept of ion pairing, where some
dozens of aqueous electrolytes of various charge types upU'ther treatments are referred to.
to high concentrations, yielding, values3? .

Recently, too, Barthel et &l.have reformulated the PMF 2.1. Bjerrum Approach
for the IcCM at various distances (see section 2.6) as well  Bjerrun¥® was the first to provide a theoretical treatment
as proposing an MSA treatment of ion association. This of ion pairing of “strong” electrolytes. The basis of his
approach was successfully employed for solutions of lithium considerations, following the Debydiickel theory?? was
perchlorate in several solvents of intermediate relative the electrostatic interactions of ions, using what subsequently
permittivities, 20< ¢, < 36, and could be modified for triple  became known as the restricted primitive model (RPM) of

The theoretical treatments of ion pairing dealt with here
tare a selection from the many published ones, on the basis
of their having been used by others besides their originators
r at least having been used not only for aqueous solutions
ut also for nonaqueous or mixed solvents. They elaborate
on the brief discussion in section 1.3 on the historical

ion and quadruple ion formation for solvents with< 20. electrolyte solutions. This model involved spherical hard ions
A comparison of the [cCM#6and MS&A*%>approaches was  of diameterain a solvent regarded as a continuum character-
recently made by Barthel and co-work&i®r the interpreta- ized solely by its bulk permittivitye = 4omege,, with only

tion of agueous magnesium sulfate conductivities. For the pairwise interactions being taken into account. The electro-
electrostatic part of the activity coefficients only the free ions static work required to separate two ions (ion i, with charge
are relevant. The nonelectrostatic part of the activity coef- ze, wheree is the unit charge, and ion j, with chargge)
ficients according to the MSA approach also involves the from a distance apart in the solvent to infinity is a stepwise
ion pairs, with the ions taken to be hard spheres, and thefunction. Forr > a

ratio of the activity coefficientsf("9)%fs"s is involved (see

section 2.6). W, _(r)= —;qezler (6)
Most present day researchers accept that ion pairs can exist
not only as contact pairs but also as solvent-shared andout W, _(r < a) = —o. Bjerrum then calculated the

solvent-separated ion pairs. Being at equilibrium with free probability Pi(r,dr) of the i-ion to be at a distance between

ions, all of these species can still be treated by the massr andr + dr from the jion:

action law. For detailed modeling, electrostatic forces are

an important contribution to the PMF in electrolyte solutions P(r,dr)=(N ACi/1000)4tl’2 expW, _/kT) dr  (7)

undergoing ion pairing, but the repulsion of the partners of

the pair atr < a and other short-range interactions such as yhere N, is Avogadro’s number and; is the molar

ion solvation need also to be taken into account. There is N0 ¢oncentration of the i-ions (the factor 1000 arises from the

consensus, however, on how these desiderata are to b@oncentration units). If the signs afandz are the same,

achieved. then the probability increases monotonically withbe-
The description of ion-pairing phenomena in electrolyte cause the? factor increases more rapidly than the Boltzmann

solutions is still beset by unresolved problems. These includefactor decreases the probability. However, if the signs are

the following. opposite, then the probability has a minimum at a certain
(i) What is the appropriate distance of the closest approachdistanceq:

of ions in solution,a, to be used as the lower limit of

integration in various theories of ion pairing? The choice of q= ziquIZekBT (3)

a is crucial for obtaining meaningful values & anda .

(i) What is the appropriate distance betwefggeions in wherekg is the Boltzmann constant afiche thermodynamic
the solution,R, below which ions are to be considered as (Kelvin) temperature. Bjerrum then suggested that all op-
pairs? The value dRis used as the upper limit of integration  positely charged pairs of ions at distanees r < q are to
in various theories of ion pairing, leading to valueskof be considered as associated ion pairs whereas pairs of ions
anda . at larger distances apart are to be considered free. That is,
(i) Are the activity coefficients of free ions calculated Bjerrum set the cutoff distance for ion pairing Rt= g,
from theory beyond the validity of the limiting law (as arguing that although this distance is arbitrary, it is reason-
distinct from the experimentally measured stoicheometric able, since the work required to separate such ion pairs is at
activity coefficient of the electrolyte) sufficiently reliable to  least twice the thermal energy. lon pairs are dipolar, and if
differentiate between nonspecific iefon interactions and  z = —z, it is generally considered (but see section 3.1) that
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they do not contribute to the conductivity of the electrolyte
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The main criticism against the Bjerrum treatment, apart

solution. Free ions participate in the ionic atmosphere and from its being based on the RPM, is the arbitrariness of the
are subject to the resulting electrostatic effects summarizedchoice of the cutoff distanc® = g. The exact value oR

by the extended DebyeHiickel theory.
Bjerrum further considered that the ion pairs and the free
ions thus defined are in chemical and thermodynamic

does not, however, affect the valuekyf strongly, as Fuod%
has shown. IR is appreciably larger thaamand ion pairing
is allowed, then even considerable variatiorRdfom 0.5

equilibrium, so that the mass action law and an associationto 2q is of small importance for - a, the extent of ion

constanK, can be applied to the ion pairing as in egs 1 and
2. At very low concentrations, the fraction of ions associated
to ion pairs, 1— a, is obtained by simple integration of eq
7 fromato g. At higher concentrations, the final expression
for the association constant according to Bjerrum is

Ka = (471N,/1000) exp(2y/r)r’ dr (8a)
If the parameteb is defined as
b= g/a= (€/2¢)aksT (4)
then this constant can be written as
K, = (47N,/1000%0°Q(b) 9)

HereQ(b) = s 'z’x‘4 exp() dx is an integral of an auxiliary
variablex that has to be solved numerically.

The relation of eq 9 to the fraction of the electrolyte present
as ion pairs, 1I- a of eq 2, requires an expression for the
activity coefficient of the free ionsy.'. Free ions, being
subject to the nonspecific electrostatic i6ion interaction
effects, can be calculated by the extended Deltyéckel
(EDH) theory but with the distance of closest approach being
g instead ofa and the ionic strength given hyc (for 1:1
electrolytes). Thusy.' = y.EPH where in general

Iny, =" = —qea™(1 + Rea™?) (10)
andR = gwhenqg > aandR = a if g < a (but then no
association takes place and= 1). The quantityx is the
reciprocal of the radius of the ion atmosphere according to
the Debye-Hickel theory:

«* = 8xdjp (11)
wherep = 2000Nac is the total number density of ions in
the solution (for symmetrical electrolytes). For solvents with
high relative permittivity and electrolytes with low charges,
the cutoff distancey is smaller thara. Therefore, no ion

pairing, according to the Bjerrum treatment.

However, if the value oK,° is obtained from experimental
determination ofa. (or 1 — a) via eqs 2 and 10 for the
activity coefficienty,’ and is equated to the Bjerrum theory
value K, of eq 9, a calculated value of the parameier
results. This, in turn, yields a calculated value of the distance
of closest approaclhs, that may not be realistic (e.ca, <
r+ +r_, ref 2 p 422) or which varies witk; (e.g., ref 18).
This too has been raised as a criticism of the Bjerrum theory,
but this roundabout manner of arriving at a valueaois
rather unfair to the theory, for which the resulting value of
Ka for a reasonable value af should be calculated. This
Ka may or may not agree with the experimental vakig$,
and it is this comparison that ought to be made in judging
the theory.

2.2. Fuoss Treatment

Fuoss, in the treatment commonly bearing his néde,
considered only a cation and an anion in contact as an ion
pair, with a distance between their centersle also used
the RPM and discussed only 1:1 electrolytes. He modeled
the cation as a conducting charged sphere of ragiaad
the anion as a point charge that can penetrate the cation
sphere. He then considered solutions so dilute that the
potential energy of an ion is negligible with respectkid
unless it is “trapped” by an ion of opposite charge. From
electrostatic considerations, Fuoss derived from the simplified
Poisson-Boltzmann equatiorvy = «%p (wherey is the
potential) the following expression of the potential energy
of an anion at contact with or inside the cation sphere:

W, _(r<a) = —€’/ae(1 + «a) (13)
wherex is again the familiar DebyeHuckel reciprocal of
the radius of the ion atmosphere around the reference cation
of the model. In a solution of concentratiorM of cations
(and, of course, an equal concentration of anions) of which
the fractiona is free, the volume occupied by them isCa/
1000)(47a%3). (The factor 1000 arises from the choice of
concentration unit.) The probability of an added anion to

pairing takes place in such cases, such as, e.g., for the largefind itself inside a cationic sphere is then proportional to

alkali halides in water, whergq = 0.357 nm at 298.15 K.
Smaller ions and ions with higher charges, especially in
solvents with lower permittivities, should associate to ion
pairs to extents given by eqgs 2 and 9. At 298.15 K, the value
of the key variablé is

log b = 1.448+ log|zz| — log ¢, — log(@nm)  (12)
The parameteb is inversely proportional to the distance of
closest approach, taken as the mean diameter of the ions.
This should not be smaller than the sum of their crystal ionic
radii: a = ry + r—. The values of logQ(b) have been
tabulated (e.g., in ref 14) and range from.358 atb = 2.1
(the lowest practical value at which association occurs)
through zero forb = 5.9 and 1.125 fob = 12 to larger
values at largé for which Q(b) ~ expp)/b.#

the volume occupied by the cations and to the electrostatic
Boltzmann factor exptW; _/kgT). The cations added si-
multaneously will show corresponding probabilities of trap-
ping anions. On integration to the total number of ions
present in the solution, the fraction of paired ions is given

by
1 — a = [(47a%/3)(N,/1000)ka® exp—W, _/ksT) (14)

The Boltzmann factor can be written, with the variable
defined as before (eq 4), as
—W,_/kgT=Db — bra/(1 + «a) (15)

The second term here is the logarithm of the square of
the Debye-Hiickel mean ionic activity coefficient of the
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free ions [cf. eq 10]: of the absorption cross secti@) and the wavelength, with
the latter being related to the speed of soundnd the
brca/(1 + ka) = —In(y,')? (16) frequencyy = w/2x of the sound wave aé = ulv. The

final expression for the frequency dependent sound absorp-

The resulting expression for the association constant is,tion volume is
therefore -
QL = (kL) k50T /(1 + 077,°) +

Ka= (1 — a)/co’(y,')” = (47N,/3000%° expl) (17) s (L+ 0202 + ksord(1+ 0?2 (19)

This is the final Fuoss expression for the association constantyherex, s the adiabatic compressibility of the solvent, and
for (contact) ion pairing® The pre-exponential factor depends  the k.., values depend on the volume changes of the ion-
only on the ions via the parameteiwhereas the exponent  pairing processes\V;, and the fractionsy of the ion pairs
depends both on the ions and, via its permittivifyon the  of the corresponding kinds. A comparison of the experimental
solvent. It follows that, for a given electrolyte, I#g, should  vajues ofQ1 with those calculated from eq 19 could lead to
be linear with 1¢, but for many series of solvents or solvent 3 determination of whether all three stages of ion pairing
mixtures this is found not to be the case. were represented in the solutions examined. As an ap-

Justice and Justi¢&criticized the Fuoss treatment on a proximation, on the assumption that the activity coefficients
more fundamental basis. They pointed out that this treatmentqo not vary with the fractionsy and using the quantity;

allowed for the anions to be at any distance @ < a from = oi(1 — o)/(2 — o), the compressibility coefficient for
the center of the cation and that the integration ¢fd each stage is

was carried out from O ta for the evaluation ofV, _(r).

Therefore, this treatment did not actually pertain to “contact” ks = CL'y( AVi)ZIRT (20)

ion pairs. Furthermore, catieranion distances < a are

highly improbable due to the infinite repulsion pﬁ)tentials at Sets ofK; (from which theo; are derived) and oAV, (from
such distances, and the contact configuration,a, “occurs  which thes; are calculated) are required for the calculation
in a vanishingly small part of configuration space”; that is, of the experimentally observe@i values as a function of
itis also highly improbable. This last conclusion was reached the concentration and the frequency = w/2x. With certain

by Fuoss himsetfseveral decades earl#r. assumed values of these quantities, a satisfactory fitting of
. . QA(v,c) for magnesium sulfate association in aqueous
2.3. Multistep lon Pairing solutions could be achievéd.

Eigen and Tamm developed their multistage ion associa- _Much more recently, dielectric relaxation spectroscopic
tion treatment for the interpretation of sound absorption (PRS) measurements of sufficient accuracy in the multi-GHz
relaxation processes in electrolyte solutiéh&here is a region haw_e become feasible and have been used for the study
change in the molar volume of the electrolyte on ion pairing, Of ion pairing by Buchner and Barth€lamong others. The
due to diminution of the solvent electrostriction near the ions dispersion of solvent and solute permittivities of electrolyte
(see sections 4.3 and 6.1). The sound waves cause alternatgP!utions is generally measured at the frequencies 0.05 GHz
compression and expansion of the solution as a function of < ¥ = @/27 < 100 GHz. The complex permittivity of a
time, t. Hence, the momentary concentration of the ion pair, Solution can be written as
cp, responds to the pressure changes and differs from its , -
elauilibripum concentra?iompeq, in atim%-dependent manner: *(0) =€) +ie"(0) + rlegw (21a)

where, according to the Debye formula, the real part (called

_ _ e
dep/dt = (Cpp — Cp" )/ (18) the dielectric dispersion) is
wherer denotes the relaxation time. The reciprocat @&n o — _ 2.2
be expressed in terms of the forward and backward rate €'(@) = e(e) + [ — ()1 + 077] (22)
coefficients of the ion pairing. the imaginary part (called the dielectric loss) is
To explain the time dependence @, Eigen and Tamm
assumed a multistage ion pair formation process to take €"'(w) = [e — ()] wt/[1 + w’? (23)

place, from solvent-separated ion pairs (2SIPs) through
solvent-shared ion pairs (SIPs) to contact ion pairs (CIPs), and «/weo is a conductivity correction«(is the specific
according to conductance ang, is the permittivity of free space).
If ion pairs are present in the electrolyte solution, then
2t e K0 e e Koo ttanze Ko new relaxations are superimposed on the solvent relaxation

C S tA" S=S§C SA” 5,=SC SA” 5= process. In water, the ion-pairing relaxation timeare of

S)<CZ+AZ‘Sy (5) the order of 106-200 ps, compared to the solvent relaxation

times of the order of £20 ps. Up to three ion-pair related

Then, if the relaxation times of the three stages are relatedDebye relaxation processes can generally be discéfneth
ast; < 1, < 73, the three stages can be discerned separately. )
This condition is fulfilled if stage 1 proceeds very rapidly, € (@) = (€1 = /(1 +iwty) + (&, — €3)/

being diffusion controlled, whereas the elimination of solvent 1+ iwty) + (€53 — €(0))/(1 + iwty) + €(0) (24)
molecules between the ion partners is a chemically controlled
slower reaction. Thee; are concentration dependent permittivities, andtthe

Rather complicated expressions result for the calculation are relaxation times corresponding to the stages of the ion-
of the measurable sound absorption volume, the pra@dct  pairing process from the 2SIPs through the SIPs to the CIPs.
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The concentrations of the individual dispersing species Bj _ R 2

can be evaluated from the individual amplitudes- €41 of Ka MﬂNA/lOOO)L/;I exp(yr)r dr (8b)
the dispersion processes if the relaxation times differ
sufficiently, provided the dipole momentg and polariz-
abilities o; of the species can be estimated.

but with a generalized cutoff distané® The K; in eq 30
are similar integrals (for ions of the same signs of the
charges) but with expfW;*(r)/kgT) added in the integrand
c = and 2yr being replaced by-2g/r. A series expansion of eq
J 9 — 28, using egs 29 and 30, with truncation after the terma in
(BksTeg/Ny)[(€ — Ale — 1))e](1 — oyf) %y (¢ — €41) and integration leads to
(25)

ny, = —«q+ ¥’qRL — (/R + ¢'(¢/R)] —
Here A is a geometrical factor related to the ellipsoid of Y a aR é]q ) (@R)]
rotation of the ion pair obtained from its dimensions dnd Ka"c+0.5(K, . +K__)c (31)

is the field factor also dependent on the geometrical factor. __ o ) )
These calculations have been applied to the ion pairing in This expression is in agreement with that of Bjerffiexcept
aqueous solutions of N8O, ° and MgSQ,2 among many  for the functions), &', and K+ - + K- ). The latter integrals

other studies. were neglected by Bjerrum, since pairs of ions with the same
charges at distancesk were considered highly improbable
2.4. The Pair Correlation Function Treatment in dilute solutions. The choice of the distariRés arbitrary,

) _ ) ) . but it is expedient to choose such a value that makég/
Justice and Justi¢ebased their treatment of ion pairing R) + ¢'(g/R) = 0, namelyR > 1.1q (whereas, foR = q,
on the Rasaiah and Friedman formulation of ¢lfdc, the  thjs quantity ~ Y¢). The difference in the choices is

concentration dependence of the activity coefficient in an ynimportant.

eleCtrOIyte SOIUtiOﬁf1 at the MCMi”an_Mayer level*3 This In a second paper, Justice and Juéﬁ(@p“ed these
employs the integrals of the pair correlation functigr) considerations to ion pair association constant calculations.
(i,j=+or-) Setting Kn = KaB and expressing.: by eq 31 permits
. ) calculation of the fraction associated,—1o, according to
G, =4 [, (g;(r) — Lr’dr (26) o
Ka = (1 — a)/ca(y.) (2b)
The pair correlation function can be written in a general
manner as The (unknown) short-range interaction term exyg*(r)/
ksT) in the pair correlation function enters only in thg
g;(r) = exp[=W;*/ kg T — functions of the expression for the activity coefficient (eq

26re exp—xr) + a. (N1 (27 31). Alternatively, the integralff; exp[—(W*(r)/keT) +

(3 ksT) expwr) + ay(0] (27) (20/r)]r2 dr can be replaced by the integrd] exp[(2yr)]r?
whereW;* is the nonelectrostatic short-range part of the pair dr, where the new lower integration limit takes the place of
potential ando(r) is the many-body effect not accounted the short-range interaction term. This means that the Bjerrum
for by the factor expf«r) of the Coulombic term. The last ~ formulation of the association constant (eq 9) depends in a
term in the exponent afj(r) cannot be expressed analytically ~crucial manner on the proper choice of the distance of closest
and is appreciable only in moderately concentrated solutions,@PProach of the ions that enters the integration linit:=
soa;(r) was arbitrarily set equal to zero as an approximation. %/a.

The integrals in eq 26 are now split into short- and long- . ,
range partsG;S = G;(0,R) and Gj* = G;j(R), with the 2.5. The Low Concentration Chemical Model

parameters being the limits of integration. At this stage, the  Barthef proposed a model, subsequently called the low
value ofR s arbitrary, except that/j*(r>R) = 0. Note that  concentration chemical model (IcCM), that essentially took
Gyt = G- 4, since they depend on the square of the up the formulations of Justice and Justiééfor the potential

charges, buG, 5= G- _3. On neglecting terms io"?and of mean force inherent in the pair correlation function (eq
higher orders and denoting" = G, + G -, Justice  27) The difference was the neglect of the many-body

and Justice arrived at interaction termgoy;(r), and the splitting of the Coulombic
term intozze/re(keT) + exp(—«r)/ksT. The latter quantity
diny,/dc=G"/(1+cG") — was approximated as the activity coefficient factor in the

(G, Sy 0.5G., +S+ G _5)] (28) expression for the association constant (eq 2). The short-
range interaction was also splitinto a solvation term,
The long-range term is evaluated as W; _s°oMr), and a correlation termW, -(r). With the
restricted primitive model of electrolyte solutions, the former
L_ o a2 e _ , necessarily vanishes, whereas the latter is a hard sphere
G = SHIR (coshty) — Lyr“dr; Y= (29/r) exp( Krz)g (repulsion) potential, defining the distance of closest ap-
proach,a. Consequently, the Bjerrum association constant
The short-range ter®s = G, _S + 0.5G, S+ G_ _9 is (eq 9) is obtained. However, the IcCM departs from the

evaluated as restricted primitive model by recognizing ion solvation and,
therefore, setting the cutoff distance instead of the Bjerrum
GS=K.B exp(=27a) + 0.5 +K )+ YR gasR= a+ nds, whereds is the linear dimension (diameter)
A p-270) Kot ) ¥ (30) of an oriented solvent molecule located between the pairing

_ partners anch = 1 or 2 (corresponding to SIPs and 2SIPs
whereKaP is the Bjerrum association constant respectively). An average, distance independent, solvation
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contributionW, _s°V js assumed for distances< r < Rso
that the resulting association constant

K" = 47N, expW, kg T) /- expl—(2q/r)]r? dr
(32)

results. A more refined expression would resulf _soV(r)

Marcus and Hefter

Two methods for obtaining the latter quantity, one based on
salting-out(in) and the other based on an analogy with
zwitterions, were suggested for the calculatiorf,af

The final expression for the former approach is adapted
from McDevit and Long?*

In fIP = [Vintr(Vintr - V°)/1000(TR-|]22C (37)

was not treated as a constant but its dependence on the

distance was allowed f&t Furthermore, under certain

whereViy, is the sum of the intrinsic volumes of the cation

conditions, contact ion pairs are formed, adding the value and anion,V° is the standard partial molar volume of the

of n = 0 to the definition ofR. The formulation of the

electrolyte, ander is the isothermal compressibility of the

association constant according to eq 32 implies that the solvent. Since generally” is either negative or, if positive,

square of the mean ionic activity coefficient of the free ions
is given by ¢.")? = exp[-«ag/(1 + «R)]; cf. eq 10.

2.6. The Mean Spherical Approximation
Treatment

Krienke and Barthél-®* published a mean spherical
approximation (MSA) treatment of ion association, elaborat-
ing on previous ideas of Ebeliflgand of Turg, Blum, et
al®3Itis based on cluster expansion considerations involving

smaller thanVin, salting-out is predicted by eq 37, i.ép
> 1. For some tetraalkylammonium salts, howew&t,>
Vintr, SO that salting-in, i.efip < 1, is predicted.

Kirkwood®® developed a theory for the activity coef-
ficient of a zwitterion, but only for the unrealistic case of a
spherical zwitterion rather than the more reasonable shape
of a prolate ellipsoid. Still, the analogy of a symmetrical
ion pair with a zwitterion, say glycing;HsNCH,CO,™, for
the sake of being explicit, can be utilized. The measured
dipole moment of glycine corresponds to the distance apart

the direct correlation function and addresses the problem of ¢ i, positive and negative chargadze= 0.239 nm. For

the many-body interaction termy;(r) in eq 27. It involves
also the screening parametéof the MSA treatment, where

I =[(1+ 2R - 1)/2R (33)

resulting in the approximation expp;(R)MSA] ~ exp[—4ql’/

(1 + RI)]. An expression for the electrostatic part of the
mean ionic activity coefficient of the free iong,'SA, then
results from the MSA treatment that differs considerably
from the extended DebyeHuckel expression [cf. eq 10 with
o = 1], namely,

Iny, ™" = —2q[1 + kR — (1 + 2R)“Y/IR (34)

An expression for the activity coefficient of the ion pair,
yip, based on the iondipole electrostatic interactions has
also been published.Furthermore, there is the hard sphere
excluded volume effectS, that can be calculated by the
MSA treatment. The expression for this effect is
HS 2 4
Yo =@+ 2971 —n) (35)
wheren = (1/6)pa® is the volume occupied by the ions and
p = 2cN, is the total number density of ions (free and
associated). It is assumed that's is not affected by the
ion pairing. The measurable mean ionic activity coefficient
for an associating electrolyte is then
H {MSA
Yo =0y, SYi (36)
An expression for the osmotic coefficient of strong electrolyte
solutions with ion pairing has also been reporte®Gee
section 5.1 for the associative-MSA (AMSA) dealing with
more concentrated solutions and triple ion formation.

2.7. Activity Coefficients of Charge-Symmetrical
lon Pairs

Whereas the activity coefficients of the free ions, or at
least their meanf., are generally taken into account by

appropriate expressions (see above), those of the ion pair

fir are generally set equal to unity, for lack of better
knowledge. This issue was recently discussed by Maitus.

p-alanine, "HsNCH,CH,CO,™, the length is even larger,
0.399 nm, of similar size to common ion pairs. Tsurko and
Bondare{® obtained the activity coefficients of the zwitter-
ionic form of the amino acids denoted by the subscript A
from emf measurements, taking into account the ionic species
also formed in the presence of an electrolyte=BHCI.
Salting-out of the zwitterion at trace concentrations was
deduced from

In f," = lim(m,—0) Inf, = 2y,aMg (38)
with ion—zwitterion interaction parameteyas = 1.112 for
A = glycine andy,s = 1.186 for A= f-alanine. Charge-
symmetrical ion pairs with similar distances between the
partners would have similar dependences ofdnon the
concentration of the free ions.

The consequences of these approaches for the calculation
of the association constants from the fractionsf the free
ions obtained experimentally were illustrei&fbr cases taken
from the literature. These included ion pairing of thallium(l)
chloride in water and of sodium iodide and tetrabutyl-
ammonium bromide in acetonitrile, which are characterized
by low or moderate values &fa, and of magnesium sulfate
in water, which has a fairly high value &fa.

3. Experimental Methods for Studying lon Pairing

In principle, any technique that can be used to study
complex formation can be used for the investigation of ion
pairing. Numerous monographs have appeared that provide
comprehensive coverage of such techniddes:5”7° This
review will therefore provide only a brief summary of the
methods that have been most widely used, along with two
relaxation techniques, which have special capabilities for the
study of ion pairing. Methods that have only rarely been
employed for studying ion pair formation, such as calorim-
etry/ are not dealt with here, but the above-mentioned
monographs can be consulted concerning them.

3.1. Conductometry

Electrical conductivity measurements provide, along with
colligative properties, the oldest experimental evidence for
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the existence of ion pairs in solutidhConductivity (“elec- whereA° is the molar conductivity at infinite dilution and
trical” will be omitted hereon) is a transport property. S E, J;, andJ, are known explicit expressions, containing
Nevertheless, such measurements can provide thermody<€ontributions from relaxation and electrophoretic effects, with
namic information, in the form of an association constant, the latter two depending also on ion-distance param&ers
because there is a direct correspondence (at least forThe degree of dissociation is related by eq 2 to the
symmetrical electrolytes) between the formation of electro- association constaliy® with appropriate expressions for the
neutral ion pairs and a decrease in solution conductivity. It activity coefficients. Over the usual concentration range for
is generally assumed although probably difficult to prove,  this type of study (see above), it is normally sufficient to
that all solvated electroneutral ion pairsz{8%S]°, where adopt an extended Debyeliickel equation with the distance
S represents all solvent molecules attached to the ion pairof closest approach parametebeing set at the same value
including any that may exist between the ions, have zero as that used for the conductivity equation. The activity
conductivity under normal experimental conditions. Con- coefficient of the neutral ion pair is usually assumed to be
way,”® on the other hand, has suggested that ion pairs mayunity, which is reasonable at log; although more sophis-
contribute to solution conductivity through a type of Grotthus ticated approaches have been taken occasionally. The
mechanism. measured molar conductiviti(c) is thus a function of four

There are several advantages in using conductivity mea-unknown parameter\¢, K»°, Ji(R:), andJx(R;)) that have
surements for the quantification of ion pairing. The technol- to be determined. IR, andR; are set equal to the Bjerrum
ogy is mature, and good instruments are available commer-distanceqg (eq 3), then only three unknown parameters have
cially that can measure conductivities with accuracies to be modeledA°, Ka°, andR, = R, = q).”®
approaching 0.02% relative, although the best apparatus is Whichever theoretical model is used, the essence of the
probably still purpose built. For maximum accuracy, solution conductometric quantification of ion pairing is that departures
resistances should be measured as a function of frequencyf the observed conductivities, after correction for nonspecific
and extrapolated to infinite frequenéyConductometry is ion—ion interactions expressed by the termsSjrE, andJ,
readily applicable to all symmetrical electrolytes in almost can be attributed to ion pairing. This model works well when
any solvent over wide ranges of temperature and pressureion association is strong but becomes increasingly unreliable
Measurements can be performed at relatively low concentra-ask, decreases. This is because of correlations betgen
tions, typically 5x 10 < ¢/M = 0.05, where the theoretical ~ and the partially arbitrary assumptions that must be made in
descriptions of conductanand activity coefficients have  order to apply the theor{. The value ofKa at which such
reasonable validity and accuracy. correlations become significant depends on the charges on

The chief disadvantage of the conductometric study of ion the interacting ions, the properties of the solvent (especially
pairs is that it is less readily applicable to nonsymmetrical its relative permittivity), and the accuracy of the data. Some
electrolytes. This is because the ion pairs then produced areparticularly clear discussions of the problems of correlation
charged and thus contribute to the observed conductancein the interpretation of conductance measurements of weakly
Furthermore, their contribution will in general be unknown associated electrolytes in water are given in the papers of
and will, unlike the case of electroneutral ion pairs, vary Duer et al’”® and Pethybridge and SpigisOne problem
according to their type (degree of solvation). Leaving aside noted in attempts to optimize the analysis of conductivity
this last problem, equations have been derived that can bedata in terms of association is that unrealistic values of the
used to analyze the conductivities of nonsymmetrical elec- ion size parameter may result: 0.315 nm for CsBr and 0.332
trolytes, with the most widely used being that of Quint and nm for Csl in water, whereas; + r- = 0.366 and 0.390
Viallard.”>7Given the extra adjustable parameters required, nm, respectively. On the other hand, the nonassociation of
the results obtained for nonsymmetrical electrolytes will be, KCI in water is firmly established on the basis of the
almost inevitably, less reliable; see section 8.2. conductivity dat! see also section 8.1.

Conductance theory is well developed and has been
extensively tested. Older equatio®$,such as those due to  3.2. Potentiometry
Shedlovsky and others, should be regarded as superseded. ) ) )
A full description of the various theoretical treatments |N€re are many ways in which potentiometry can be used
advanced at the time is given by Justigeand a useful to st.udy ion pairing in electrolyte solptlons. Detailed
summary is given by Popovych and TomkAst is not consideration of all of these approaches is well beyond the
appropriate to discuss here the similarities and differencesSCOP€ 1?jlgrg$7%resent review and can be found in standard
among the numerous equations that have been proposed, borks:*** _ _ .
it is important to note that thexacttheoretical description Most of the earlier potentiometric studis'® employed

of conductance is extremely challenging. Thus, all equations C€lls without a liquid junction and, as for other thermody-
deve'oped to date are approximations to some extent andna.m|c methOdS, ascribed departures of the observed effects

are limited to relatively dilute solutions. (cell potentials in the case of potentiometry), corrected for

Probably the most popular of the equations developed to activity coefficients, to ion pairing. This approach is less
date is that due to Fuoss and H&aither in its original successful in potentiometry than in conductivity measure-

form or as presented by Fernandez-Prini and Justiis ments because the electrolyte concentrations required for
treatment will be used here to illustrate the application of ideal electrode behavior are typically somewhat higher than
conductance measurements to ion-pairing studies. can still be used for conductometry. The results obtained
For a partially associated electrolyte, the Fueldsia for Ka then become more sensitive to the activity coefficient
equation for the molar conductiviti can be written #4677~ model adopted. As a consequence, many of the earlier
potentiometric studies of ion pairing are mostly of historic
A = a{A° — Joc)"? + Eac In(ac) + Jy(R)ac — interest only.

3 Potentiometric studies of ion pairing nowadays are
J(R,)(a0)*} (39) performed largely using the “constant ionic medium



4596 Chemical Reviews, 2006, Vol. 106, No. 11

principle”57-7082 This assumes that activity coefficients of
the species involved in a chemical equilibrium (normally at
relatively low concentrations) can be rendered constant by
the addition, usually in large excess, of a supposedly
“indifferent”, “inert”, or noncomplexing “swamping” elec-
trolyte. The equilibrium constant is obtained as a concentra-
tion quotient and is valid strictly only in the medium in which

it has been measured at its ionic strengthDespite a

Marcus and Hefter

Potentiometric determination of moderately strong ion
pairing (sayKa > 20 M) is reasonably straightforwaf@®®
providing a satisfactory €- or A% -responsive electrode is
available. Alternatively, it is sometimes possible to utilize
competitive equilibria to obtain the constant of interest. The
most widely used example of this approach employs
measurements with Hsensitive electrodes of equilibria
involving weak acid anions:

widespread misconception to the contrary, such constants

are thermodynamically well-defined. In essence, all that is
involved is a change in the standard state from the usual
infinite dilution of all speciesy — 1 asc — 0) in the solvent
employed to one of (near-)infinite dilution of the interacting
species in the ionic mediumy;(— 1 as¢ — 0 atl =
constant). The validity of such constants is well established
experimentally, and this method has for a long time been
the preferred approach among the coordination and analytical
chemistry communities, if not among physical chemists.

There are several advantages to the constant ionic mediu
approach. The most important is that it allows much greater
flexibility of experimental design because it is well adapted
to cells with a liquid junction. Such cells are far more
versatile and allow a much wider range of electrodes to be
used, especially ion-selective electrodes, ISEs, the electro
chemical behavior of which is often not strictly Nernstian
but still sufficiently so for reasonably accurate measurements
of ion association. Electrodes are readily calibrated in terms
of concentration in constahimedia, and it is usually possible
to vary the concentrations of the interacting species over
sufficiently wide ranges while maintaining the ionic medium
(and, it is presumed, the activity coefficients) essentially
constant. Note that usually no attempt is made to calculate
the activity coefficients. If the usual infinite dilution standard
state value ofK,° is required, it must be obtained by
application of an appropriate activity coefficient model or
by extrapolation, guided by such a model, Kf values
measured as a function bf

The use of high media also suppresses variations of liquid
junction potentials, LIPs, which are usually highly correlated
with ion association effects. If so-called “constantells”
are used, LJPs can be calculated with a considerable degre
of confidencé® and their variation can then be taken into
account.

Consider the ion-pairing equilibrium

Cc+ LAY = CA(c—a)+ (l)
The formation of the ion pair C& 3+ can be detected most
directly using either €- or A% -sensitive electrodes (in
principle, both can be used simultaneously, but in practice
such an approach rarely offers any advantages). Ignoring th
sign convention, typical galvanic cells used for this purpose
can be written

CEIC®", A* in I(MX) ||RE (1)

(I

where CE and AE represent®C and A -responsive
electrodes, respectively, RE is the reference electrode,
and [(MX) indicates that the ionic strength is being held
constant by addition of appropriate amounts (ideally in large
excess) of the supposedly indifferent swamping electrolyte
MX.

AE|C®", A* in I(MX) ||RE

€

C*" + HAC D = cAC AT 4yt (40)
Evaluation of the ion-pairing constant from such measure-
ments requires knowledge of the association constant for the
equilibrium

HY + A% = HA®D” (41)

which can be obtained from a separate set of measurements

qin the usual way/ 68

When K, is small, however, more care is needed to
separate the effects of ion pairing from changes due to
activity coefficients and LJPs. Experimentally, the optimal
conditions for determinind<a by potentiometry are [A]
> [C¢*] for measurements using & CGresponsive electrode
(cell ) and [C1] > [A?7] for those with an A~ -responsive
electrode (cell Il), as these conditions produce the greatest
experimental effects. The use of ion-selective (membrane)
electrodes, which generally have much lower limits of
detection than traditional redox-based indicator electrodes,
often enables such conditions to be met without substantial
replacement of the ionic medium by the interacting ions. For
example, it has been shoffirthat, atl = 1.0 M, K, values
for M* + F~ association as low as 0.2 could be detected
with acceptable accuracy using a BE with [C**] = 0.1
M (10% replacement) and insignificant concentrationsof F
Even smalleK, values have been determined successfully,
albeit with higher medium replacement levéis.

3.3. Salt or Solvent Activity Measurements

It can be shown from solution thermodynan?it&®’ that,
for a 1:1 electrolyte CA, the degree of dissociatiois given

by

o=yl (42)
wherey.. is the stoicheometrianean molal ionic activity
coefficient andy.' the mean molal ionic activity coefficient
calculated for thdree ions of CA(solv). Sincex < 1, the
effect of ion association is to lower the observed value of
v+, relative to what it would be if all the ions were free, i.e.,
if CA was fully dissociated. Similar but more complicated
xpressions are obtained for other electrolyte types.

If y<' can be estimated by an appropriate theoretical
expression, then, from eqgs 2 and 42, noting the change from
the molar scale (usingandy.) to the molal scale (using
andy.) and settingyp = 1,

e

Ka® = (1 — a)/my,? (43)
it follows that Ko° can be obtained from measurement of
y+ by any of the usual method4%887such as isopiestic
equilibration, freezing point depression, vapor pressure
lowering, potentiometry, etc. As such measurements can be
made with good accuracy, the errorkn°® depends only on

the reliability of the theoretical estimation @f.".
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As for other methods of quantifying ion association, there 3.5.1. Dielectric Relaxation
is little problem in evaluating{a® when it is large ¢ < 1),
but asa. — 1, i.e.,yL — v, the value ofKA,° becomes
highly correlated with the (semi-)empirical parameter(s) o
the activity coefficient model. A very realistic appraisal of
the problems involved in the estimation of Id&° values
from activity coefficient measurements by some experience
and capable practitioners is given in refs 81 and 88.

Dielectric relaxation spectroscopy (DRS) involves measur-
f ing the response of a sample to perturbation by an applied
electromagnetic field, broadly over the microwave region
of frequencyv in the range 0.031000 GHZz°°! The
dfrequency—dependent complex dielectric responsg;), of
a solution is directly related to the cooperative motions of
all dipolar species present, including the solvent. In addition,
3.4. Solubility Measurements there is a contribution te* (v) from the poIayizabiIiFy of th_e
electron clouds of all molecular-level species. This relatively
The increase in solubility of a sparingly soluble salt AB small contribution, which becomes important at higher
upon addition, usually in considerable excess, of a soluble frequencies, must be carefully subtracted from the data to
electrolyte YZ (not containing a common ion) is a useful obtain the purely dipolar response. For electrolyte solutions,
method for measuringa valuest21*The observed solubility  there is an additional contribution at low frequencies, arising
increase, after correcting for activity coefficient variations from the electrical conductivity of the ions that must be taken
caused by the presence of YZ in solution, can be attributedinto account. This is discussed in more detail below.
to ion association between™and B" and/or of Z" and A", A feature of DRS is that the response is sensitive to the
respectively. square of the dipole momenty) of any dipolar species
Ideally, AB should have a solubility that is as low as present, bearing in mind that ion pairs are by definition
possible, commensurate with the desired ease and accuracyipolar. This makes DRS particularly sensitive to very
of its determination, and should have no tendency to self- weakly associated ion pairs (species With < 1 have been
association. Equally ideally, YZ should be fully dissociated quantified®293but see section 8.1). More importantly, DRS
and only one of its ions (say, % should associate with the  js able to distinguish between the various types of ion pair
counterion (&) of the sparingly soluble salt. Under such since the dipole moment (= zed wherezeis the charge
circumstances, the solubility equilibrium can be recast: on the ions, assumed equal, ahid their separation) depends
on the separation between the charge centers (the ions),
AB(s) + Z(solv)= A"Z (solv) + B (solv) (44) which decreases as solvent molecules are ejected from
between the partners of the ion pair (cf. Figure 1). For this
For example, let AB(s) be the sparingly soluble T{€), ~ reason, andiniquely among all the currently.ailable
and YZ be aqueous KGP. Then the ion pair TICI- is  techniquesfor studying ion pairs, DRS has a sensitivity
formed on dissolution of the TIIQ increasing the content ~toward the various ion-pair types in the following order:
of thallium in the solution over what it is in saturated aqueous 2S!P > SIP > CIP.

TIO3: DRS is, in essence, applicable to any electrolyte solution,
but there are a number of problems that have inhibited its
TIIO4(c) + KCl(ag) = TI*CI™ + K*(aq)+ 10, (aq) wider applicationt”*4%First, it is technologically demand-

ing to achieve the levels of accuracy desirable for the reli-
(45) able study of ion-pairing behavior. The best present-day
. . . . ._..__instruments typically achieve an accuracy of ca2% in
This increase is riaadlly_ evaluated in terms of th(_a association x (v), which is sufficient for most purposes, but 8:0.2%
constant of TICI", taking into account the activity coef- g6 the entire frequency range would be ideal (a similar
ficients of the species in the solutiéhi®but see also the  yegjgeratum has been noted for ultrasonic relaxation; see
discussion by Marcu®. __ section 3.5.2 below). The instrumentation required to achieve
In practice, such desiderata are rarely fully met and it is gyen the present modest accuracies is commercially available
usually necessary to make allowance for self-association Ofonly in part and is expensive. Equipment covering the ideal
both AB and YZ and possibly YB'*Also, as lower and | 5hg6 of 0.0+1000 GHz would typically require several

iati t7- et >
lower values of the association constei(A*Z") are gurpose—bunt instruments and would cost ca. 1 million USD
sought, it becomes necessary to use higher concentrationgy cyrrent prices. Fortunately, applications of the required

of YZ, which increases the difficulty of separatif and  gjgnal generators and processors to electronic and surveil-
activity coefficient effects; see section 8.1. lance networks have produced technological progress in this
. area that may change this situation significantly.

3.5. Relaxation Methods Second, the theory of DR is rather complicated and, unlike
There are many relaxation methods that can be used, athe case of NMR spectroscopy, there are no commercially
least in principle, to study ion pairing. Such methods share available computer packages that enable the nonspecialist
the common feature of measuring the return of a system toto exploit the great capabilities of the technique. Third, DR
its equilibrium state following an externally imposed per- spectra are very broad and rather featureless. Because the
turbation of some kind. Most of these techniques, such asmajor peak(s) in most solution spectra is (are) associated

the T- andP-jump methods, have been used only for kinetic with the solvent molecules, and invariably overlap(s) with
studies and so will not be considered here. In contrast, the ion-pair contribution(s), decomposition of a DR spectrum
dielectric relaxation and ultrasonic relaxation have been into its component parts is often difficult and detracts from
shown to have unusual capabilities for the study of ion- the attainable accuraéy.

pairing phenomena. Because of their relative unfamiliarity, A fourth problem, exclusive to the DRS of electrolyte
a reasonably detailed description of these two techniques issolutions, relates to the presence of ions. Although common
presented below. This section should be read in conjunctionions such as those considered in this review are not dipoles,
with the theoretical description in section 2.3. and thus do not directly contribute to the dielectric response,
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they may have an important effect. The complex dielectric 40
response of a sample is given by

e*(w) =€) +ie"(v) + kl2mezv (21b)

wherew = 27v and €'(v) and €''(v) are respectively the
frequency-dependent in-phase and out-of-phase responses to
the applied fieldi(= v/—1). The real componeat(v), which

is usually referred to as the dielectric dispersion, reflects the %,
relative permittivity of the solution, while the imaginary
componente” (v) measures the dielectric loss (absorption)

in the solution. For an electrolyte solution of conductivity

k, only the total lossy''(v) = €'(v) + «l(21v ), is
observable. The conductivity terai(2eqv) arises from the
movement of ions under the influence of the applied field.

It becomes dominant at low frequencies and ultimately

swamps the dielectric response. In effect, this restricts DRS 0 s L RS S =
measurements to electrolyte solutions witks 10 S n?, 4.00 -0.50 0.00 0.50 41.00 1.50 2.00
which in aqueous solutions close to ambient temperatures

corresponds to concentrations 6f2 M for a 1:1 salt. Even log(#GHz)

at such relatively high solute concentrations, the still- Figure 2. Dielectric losse”(v) (continuous curve) of 0.363 M

dominant solvent peak(s) must be dealt with in an appropriate 2queous MgS@ as deconvoluted into the contributions from the

manner (see below) solvent (squares), 2SIPs (circles), SIPs (upright triangles), and CIPs
For these reason's DR spectra covering the Common(downward triangles). Adapted from data and Figure 2 in ref 26.

experimental frequency range of OsLv/GHz < 100 are  harder by the weakness (small amplitude relative to the
typically limited to a concentration range of 0.&lc/M < solvent dispersion) and broadness of the dispersion steps.
1 for 1:1 electrolytes in water. The lower concentration limit gyen with this level of simplification, care needs to be

is determined by instrument sensitivity and the upper limit exercised in the fitting of the data to ensure that the models

by the conductivity contribution. Obviously, the concentra- are physically meaningful and produce consistent fits for all
tion range will vary according to the desired frequency range, the data.

electrolyte, solvent, and temperature. Because even strong |on pairing is detected in DRS as in most forms of

electrolytes usually show a maximum in their electrical spectroscopy by the observation of new features in the spectra
conductivity as a function of concentration (often as a result (peaks ine”’(v) and steps ire'(v)), although these may not

of ion pairing (!) but also due to viscosity increases), it is pe fully resolved, and their variation with concentration. The
sometimes possible to make measurements at very muchamplitude of each process is related to the concentration of

higher concentratiorfs. _ the particular dipolar species associated with that process,
Two sets of data, one each #(v) ande”(v), are obtained ¢, and is usually determined via the modified Cavell

from the measurements at each concentration. d1fe) equatio®®’ (see also eq 25):

curves look more like conventional spectra, although data

are also sometimes presented as €@ele (Argand) plots 3+ (1 — e)A) kgTep (1 — aifi)z

of €'(v) against" (v). A typical DR €' (v) spectrum is given G = S (47)

in Figure 226 € Na o gy

Typically, DRS data are analyzed by simultaneous fitting
of the in-phase and out-of-phase components with modelsNote that the subscrigt pertains to a relaxation process
consisting ofn distinguishable relaxation processes. Each Whereas the subscripipertains to the resulting species. In
of them is described by a HavriliakNegami equation, that ~ €q 47 a;, fi, gi, andu; are the polarizability, field factor,
for most processes, fortunately, can be described by the morecorrelation factor, and dipole momen#; is a geometric
simple Debye equation; that is, eactfr) curve is Lorentzian ~ factor reflecting the ellipsoid of rotation of the ion pair

(but deviations are possible). (which can be obtained from the dimensions of the ion
pair)f%%8and other symbols have their usual meanings. Note
N o€ €11 that, strictly speaking, only apparent concentratiomgs, are
*(v) = Z— + €, (46) directly accessible from DRS measurements. However, as
=11 + 127w long asc; values are reasonably low, it can be assumed that
correlations with other dipoles are negligible, i.g.= 1.
wheree., (= €n+1) Is the infinite-frequency permittivity, which Since DRS provides, in principle, values gffor each

in principle reflects only contributions from intramolecular ion-pair type present, the values fiér (eq 5) andka = K;
polarizability. Note thate; — ¢+1 = § is the amplitude  + KiK; + K;K;K3 are obtained as concentration quotients.
(relaxation strength) of thigh dispersion step corresponding The values obtained as a function of the electrolyte concen-
to the formation of thgth dipolar species. The static (zero- tration (orl) can be fitted to an appropriate activity coefficient
frequency) permittivity of the sample és= €., + >S. The expression to estimate the corresponding standard vi|ties
quantitiese; and 7; are respectively the limiting (zero- andKa® atl = 0. A point to note in this context is that DRS
frequency) permittivity and the average relaxation time for values forK; andK, at finite | appear to be invariably lower

the jth dispersion step (including both solvent- and solute- than those obtained by potentiometric methods in the
related processes). The major difficulty in the data analysis presence of an excess of an indifferent electrolyte at the same
is to find the correct value af. Achieving this goal is made |. Because the standard values are in good agreement, this
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has been attributed to differences in activity coefficients 4.00
between the “self-medium” of the pure electrolyte invariably
employed in DRS measurements and the mixed electrolyte
systems usually used in potentiometric studies (section 3.2).

The interested reader is advised to consult reviews or 3.50
recent papers in the field for more detafls? A typical fit
for a solution of MgSQ(aq) in which all three ion-pair types
are detected is shown in Figure 2.

. ) 3.00
3.5.2. Ultrasonic Relaxation

Ultrasonic relaxation (UR§322%101involves the measure-
ment of the interaction of a sample with sonic waves,
typically over the range from audio (ca. 10 kHz) to 2.50
hypersonic (ca. 10 GHz) frequencies. Such waves create very
small, essentially adiabatic, perturbations {ef kPa inP
and~2 mKin T) in the equilibrium conditions of the sample.

Such perturbations can couple &my type of chemical 2.00
equilibrium that has a time constant betweeR0 us and
~20 ps. Like its dielectric counterpart, UR is of almost log(¥MHz)

uan(_ersal _appllcatlon to s_olutlons_and th_e type of information Figure 3. Excess ultrasound absorption per wavelength (continuous
obtalneo_i is broadly s_lmllar. Again, as is the case for DRS, curve) of 0.033 M aqueous §60y)s, as deconvoluted into the
the equipment required for UR is barely available com- relaxation effects for the formation of 2SIPs (circles), SIPs
mercially (especially with regard to sample cells) and the (triangles), and CIPs (squares). Adapted from data and Figure 4 in
mathematics are rather complicated. The major disadvantageef 102.

of UR relative to DRS is that it detecegjuilibria rather than

species Thus, interpretation of sonic absorption spectra on the heat capacity of the solutioty, and the relaxation
requires (reasonable) assumptions about the species involved:ontribution of each species to ¢, the isobaric thermal

In practice, this is not a major disadvantage and data suchexpansion of the solutiom,, and the enthalpy and volume
asK; andK, values obtained by competent practitioners using changesAH; andAV;, for the formation of the species. These
either technique are generally in good agreement even forhave to be estimated independently. The relaxation time
quite complicated systems (see, for example, ref 26). The constanty;, also depends on the relaxation heat capaddy,
major advantage of UR is its ability to measure the rates of and onAH; but, most importantly for the present purpose,
the forward and reverse reactions for all of the steps in eqalso on the concentrations, of the species. The latter, in
5: It is probably the only technique available with this turn, are related to the ion pair formation constafits

log(@4 - Bv) + 6

general capability. An alternative treatment of the UR results is discussed in
There are two experimental approaches for studying UR: section 2.3 in terms of the measurable sound absorption
dispersion methods, in which the sound velocity) (is volume, the produc@/ of the absorption cross secti@

measured as a function of frequenay),(and absorption  and the wavelength. For further details of the calculations
methods, in which the sonic energy loss is determined againstand more detailed discussions of specific systems, the
frequency. Since the frequency dispersion of the velocity interested reader is referred to the excellent review of Kaatze
requires data of very high accuracy (better than 3% et all® By way of example, Figure 3 gives the absorption
which is not readily attainable, most measurements to datespectrum for the scandium sulfate system that exhibits all
have employed absorption methods. three ion-pair type$®?

In such measurements, the quantity usually plotted against As already noted, not all steps in eq 5 necessarily occur
frequency is the so-called “excess absorption per wave-or are detectable in a given system, with the formation of
length0t 2SIPs being undetectable for some systems. It is noteworthy

that under such circumstances the rate constant for the
(Q1)F= Q1 — B (48) formation of CIPs from SIPs in aqueous solutions is
approximately equal to the rate constant for the exchange
of water molecules in the first coordination shell of the
cation, as determined by NMR spectroscépy.

whereQ is the attenuation coefficient of the sonic wave in
the sample (not to be confused with tQeof the Bjerrum
treatment, section 2.1) ardid= u/v is its wavelength, where
u is the velocity of the sound wave. TI@ term in”essence 3.6. Spectroscopic Methods
corrects the observed absorption for “classical” losses that

arise from microviscosity and heat-dissipation effects among The common forms of spectroscepglectronic (UV-vis),

the solvent molecules. BecausgifF is quite small, typically ~ vibrational (IR and Raman), and nuclear magnetic resonance

< 0.01, accurate data are again necessary. (NMR)—have been widely used for the study of complex
For n kinetically independent reactions, typical of ion- formation and ion association. Such techniques typically rely
pairing processesQd)F can be obtained as a sum frons on the observation of a new spectral feature corresponding
1 toi = n of discrete Debye-type relaxation terd?s;see to each new species formed in solution. Ideally, such features
also eq 19: should be unique well-separated peaks, but in practice, they
may occur only as modifications of the features correspond-
(QVEF= ZA@nvri/[l + (2mv7)?] (49) ing to the ions themselves. A great advantage of spectro-

scopic methods is that they are readily applicable to most
In this expressiond are the relaxation amplitudes, depending solute/solvent combinations without the need for significant
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theoretical development (unlike traditional methods such as 26, and 57). Although the results are not in exact agreement
conductometry or more recent ones such as relaxationdue to the marked dependencekafon| (as expected from
methods). Details of the use of spectroscopic methods forthe Debye-Hiickel equation), coupled to uncertainties in
the study of complex formation/ion association are given in activity coefficient models for 2:2 electrolytes (especially
standard works and so do not need to be repeated here. the distances of closest approaah,a value of logka® =
It is, however, necessary to add a word of warning 2.2+ 0.2 encompasses all the reliable reported #&fahis
regarding the use of conventional spectroscopic techniquesvalue ofK,° is confirmed independently by both ultrasonic
for the study of multistep ion-pairing reactions, such as that absorptioA® and dielectric relaxatidfi studies. The latter
shown in eq 5. This is because, in general and with sometechniques also produd€ values for the formation of the
exceptions, conventional spectroscopies detect only CIPindividual ion-pair types in good agreement with each other.
species. If CIPs are the only type of ion pair present, there Careful investigations by numerous groups using Raman
is no problem and spectroscopic methods can be used in thespectroscopy (see ref 25 for a recent survey) show clear
normal way. However, when other types of ion pairs (SIPs evidence for the formation of a new species from variations
and/or 2SIPs) are also present or suspected, considerablé the position and shape of the strongS0O,?~) mode. This
caution must be exercised. In such situations, the resultsinterpretation is confirmed by other more subtle changes that
obtained from conventional spectroscopic measurements maycan be detected in high quality spectt&owever, the value
be misleading?26:103 of Kr obtained in the usual way from the Raman spectra is
Consider for example a system that in reality conforms to an order of magnitude lower than those obtained by all other
eg 5 but which is investigated by a spectroscopic techniquetechniques. This is because only the CIP is “seen” by Raman
that detects only CIPs. The equilibrium sensed is (for a 1:1 spectroscopy: the chemical environments of the SIPs and
salt) 2SIPs are too similar to that of the free §daq) to produce
detectable changes in the Raman spectrum. lapgarent
C™* +A™*=C'A™ (CIP) (50)  paradox, althougk is not equivalent td<;, the concentra-
o ] tion of the CIP species directly detected by Raman spec-
where the * indicates the “free” species, as detected by thetroscopy is (and must be) in good agreement with the results
spectroscopic measurement. Generally, the concentrationgptained by other techniques such as DRES.
Cc» = Ca» = Cr — Cop, Where cr is the total salt Similar considerations apply to UWis and NMR spec-
concentration andcip = [CIP] is the ion pair concentration  troscopies. A somewhat extreme illustration is given by the
as detected spectroscopically, are used in the equilibriumaqueous Nit/SO2~ system. The electronic spectra of
calculations. The species marked with * thus include ionic NiSO4(aq) are virtually indistinguishable from those of the
species associated electrostatically with a counterion, i-e-aessentially unassociated Ni(C)g(aq)2°® However, both
2SIPs and SIPs. Ignoring aCtiVity coefficients, the equilibrium Conductivity and potentiometry’ recenﬂy confirmed by

constant observed spectroscopically is then DRS105.106 jndicate appreciable (logs® ~ 2) ion pair
) formation. The discrepancy is due partly to the presence of
Kspec= [CIPY/(cr — [CIP]) (51)  2sIPs and SIPs and to the insensitivity of the spectrum of

_ o ~ Ni?* to the presence of S&, even in the CIPs that do form.
and thus, remembering that the equilibria in the system in  The restriction of conventional spectroscopies to the
fact conform to eq 5, detection of CIPs can be turned into an advantage. By

o P combining such data with other techniques, it may be
Kspec™ KiKK[CT]T(Cr — KiKK[CTT)™  (52) possible to better quantify a particular system.

v;/]herel[Cf] = [A"] are the “true” free ion concentrations in 4 Thermodynamic Consequences of lon Pairing
the solution.

As shown elsewher®, further consideration of the stoi- lon pairing in solutions has certain consequences that are
cheometric relationships for this simplified system produces manifested in measurable thermodynamic quantities. How-
an algebraic solution t&spec in terms of K;. If all the K; ever, even if the ion pairing is deduced from nonthermody-

values are known, it is possible to calculitgecvia eq 52 namic measurements, such as conductivity or spectroscopy,
but it is not possible to deduce tH¢ values from measure-  the ion pairing is expressed in terms of a thermodynamic
ments ofKspecunder these circumstances. Note too Hat. association constarita or K,°, for the equilibrium between
is ill-defined thermodynamically because the values 6#[C  the paired and free ions. The standard molar Gibbs energy
and [A*] in eq 50 contain unknown contributions from of formation of the ion pair IP in a solvent S is, as usual,
2SIPs and SIPs. Such technique-specific constants are of littleobtained from its association constant:
utility in speciation calculations or in understanding the
nature of ion pairing. However, spectroscopy does provide ApG°(IP,S)= —RTIn(K,°/M h (53)
direct evidence for CIP formation, not available from
conventional (conductivity, potentiometry) measurements,
and although such evidence is available from relaxation
techniques, these are not widely accessible and they still
require assumptions and simplifications. Failure to recognize
this limitation of conventional spectroscopic methods has led
to confusion in the literatur®® The following example
illustrates the problem. o . .
The modest association of Mg%@q) has been much 4.1. Activity and Osmotic Coefficients
studied by the traditional methods of potentiometry and  When the stoichiometric activity coefficients of families
conductivity (for citations of the earlier work, see refs 25, of salts with common cations or common anions in agueous

Derived quantities, such as the standard molar enthalpy,
entropy, or volume of ion pairing, are defined by the usual
thermodynamic relationships. The thermodynamic quantities
applicable to ion pair formation are discussed briefly in the
following section.
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solutions are examined, certain generalizations that relate tomolar scale, M*. The enthalpy change upon ion pairing can
ion pairing can be made. Thus, contrary to the activity be obtained experimentally from calorimetric titrations or
coefficients of highly hydrated salts that increase beyond afrom heat of dilution measurements on the electrolyte
minimum with increasing concentration, “moderately low solution. For the latter, the observed enthalpy changes must
activity coefficients ... are explained by ... ion pair formation. be compared with those expected from a completely dis-
...[For example] potassium salts of oxyacids ... have low sociated electrolyte of the same charge type and in the same
activity coefficients probably [arising] from ion pairs” (ref  solvent, calculated using the Debykluckel theory or one
2 pp 218 and 219). The mean molar activity coefficients of of its variants, and only the excess can be attributed to the
the free ions are given at not too large concentrations by, ion pair formation. The vast majority of data on enthalpies
for example, the extended DebykEllckel expression of ion pairing, however, were obtained by the application
. of the van’t Hoff equation (eq 58).
Iny,' = —«g/(1+«R) (54) A representative set af;sG° values for the formation of

ion pairs in several solvents, from eq 53, is shown in Table
1. These values are in almost all cases negative, since
otherwise the ion pair has not formed to a significant extent.
If AH® andAS’ have been measured for the formation of a
given ion pair, they where generally determined in a single
solvent only. It may be noted that the formation of several
ion pairs, e.g., the 2:2 ion pairs in water, the charged ion

Yy, = ay,' (55) pairs in me_thanol, and .the small ions in ammonia and

1-propanol, is entropy driven, as seen by the (unfavorable)

Sincea < 1, ion-paired salts of a given charge type in a Positive ApH?(IP,S) values. The desolvation of the ions in
given solvent (defining)) have smaller activity coefficients ~ the process appears to cost more enthalpy than is gained by
than nonpaired salts. It is still necessary to specify a value the electrostatic interactions. In the other cases reported, the

for the cutoff distanc®in eq 54, see section 2, for modeling  €nthalpy changes are negative so that it can be deduced either
o in terms ofy. or vice versa. that little desolvation of the ions occurs or that such

The osmotic coefficient of dilute solutions of strong desolvation is more than compensated by the electrostatic
electrolytes, i.e., where complete dissociation occurs and alloF coordinative bonding interaction betwegn the ions.
ions are free, is usually given according to the extended The standard molar enthalpy change on ion paifing®

analogous to eq 10, where for these free ians 1 can be
set. Herex is given by eq 11 and) by eq 3. Then, if the
activity coefficient of the ion pair is approximately set to
unity, yip & 1, it follows that the measurable nominal activity
coefficient of the salt in the solution on the molar scale is
(cf. eq 42)

Debye-Hiuckel theory as can be employed as a criterion for whether solvent-separated
ion pairs 2SIPs and SIPs (outer-sphere complexes) or CIPs
¢ =1— (gk/3)o(ka) (56) (inner-sphere complexes) are formed. An illustration of this

is the association of lanthanide ions with chloride and bro-

Here, as beforgj is the Bjerrum cutoff distance, eq 8,is mide inN.N-dimeth ; ;
: . . L =0 ,N- ylformamide (DMF) ant\,N-dimethyl-
the reciprocal of the diameter of the Debytdiickel ionic acetamide (DMAJ24125128 |n the case of the bromide

atmosphere, eq 14 is the distance of closest approach of association in DMFARH(IP,S) < 5 kJ mof? and 2SIPs

the ions, and the function(xa) is or SIPs are formed, whereas, for the other casgs{°(IP,S)
a > 10 kJ mot? and CIPs or inner-sphere complexes are
o(ka) = [3/ (Ka)3]ﬁ) [¥/(1+)]? dx = formed. However, the association may not stop with the first
_ -1_ counterion (ligand), and the question as to whether ion
[3/(/<a)3][(1+/ca) (1+«a) 2In(L+wa)l (57) pairing or complex formation occurs for the first ligand is
When ion pairing occurs, and assuming effects of only the rather semantic. It should also be noted that this enthalpy
free ions on the activity of the solvent (effects of the ion criterion does not distinguish between 2SIPs and SIPs and
pairs being neglected), the necessary changes for obtaininghus is of limited use.
the osmotic coefficieny from eq 56 are replacement o& The positive values ofApS’(IP,S) noted in the large
in the argument of the function(xa) by xa'?R. majority of cases in Table 1 signify that several solvent
For more sophisticated modeling gf, see section 2.4  molecules are released to the bulk solvent from the solvation
and eq 31 due to Justice and Jusfiand section 2.6 and  shells of the ions on the formation of an ion pair. This release
eq 36 due to Krienke and Barthfél.These authors also s minor for the formation of a 2SIP and more significant
presented expressions for the osmotic coefficients resultingwhen an SIP or a CIP is formed. A quantitative estimate of

from their respective treatments. the number of solvent molecules thus released was made by
Marcus}®® see section 6.1.
4.2. Enthalpy and Entropy Negative values ofApS°(IP,S) are noted in Table 1 in

The temperature derivative of the standard associationVery few cases only (mostly the thallium(l) halides). Such
constant for ion pair formation yields the standard molar cases comprise poorly solvated ions forming the pair, so that

entropy and enthaipy Changes of ion pairing according to Only a few solvent molecules are released on forming even
the usual expressions. the CIP. The coming together of two ions to form one

particle, the ion pair, produces a negative entropy cha_nge of
ApHo(IP,S)= —RT(d |n(KA°/M—1)/3T)P — 0oy (58) only -RIn 2= -5.81 .K‘1 mol™2. Much larger negative
values ofApS’(IP,S) signify that the ion pair is more solvated
ApS(IP,S)=[ApH°(IP,S)— ARG (IP,S)IT  (59) than the separate ions.
The simpler electrostatic theories of ion pairiritpose of
The solvent isobaric expansivitye, needs to be subtracted Bjerrum (section 2.1) and Fuoss (section 2.2), the latter
in eq 58, aKa® is expressed on the temperature-dependent pertaining to CIPs onhkrcan be used to derive theoretical
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Table 1. Standard Molar Gibbs Energies,ApG°/kJ mol~1, Enthalpies, AjpH°/kJ mol~%, and Entropies, ApS°/J K~ mol~* (from Eqs 58
and 59) of lon Pairing of Various Electrolytes in Several Neat Solvents at 298.15 K unless Otherwise Noted

solvent ion pair ApG°®  ApH° ApS  ref solvent ion pair  ApG°® ApH° ApS ref
water TICI -21.3 -26.3 -—-16.8 107 propylene TICI -64.5 —-77.3 —429 107
TIBr —-314 -—-346 -—10.7 107 carbonate LiBr —-7.5 122
Tl —414 -711 —99.6 107 TIBr -619 —704 107
LiB(OH)4 —6.0 1.0 235 108 Nal -1.0 122
NaAIl(OH)4 +7.1 5.4 -5.7 109 Kl +1.3 122
GaCFP* -5.9 4.8 359 110 TH —57.0 —46.6 107
NasQ~ +0.5 111 LICI —5.3 122
MgSOy -12.6 5.8 61.7 112 NaClp 0.0 122
CaSQ —13.0 6.7 66.1 71 KCI® —0.8 122
MnSOy —13.0 7.8 69.8 71 MANCIO4 -1.8 122
CoSQ —13.2 5.7 63.4 71 BENCIO, -1.6 122
NiSOq4 —13.3 5.4 627 71 BNBr -3.3 122
ZnSQ —13.2 6.2 65.1 71 RNBr +4.0 122
CdsQ —13.6 8.4 738 71 BINBr —-2.9 122
Cd(H0)sS0s2 -3.0 6.2 309 112 HaNBr -8.1 116
LiCrOxz?~ —5.2 6.4 37.6 113 HMNBr —-8.0 116
NaCrOx?~ -86 —08 26.2 113 ByNBPh, —8.7 116
KCrOxz?~ -9.0 -05 28.5 113 acetonitrile RCI -7.8 122
RbCrOx?~ -91 -13 26.2 113 ENBr —7.4 122
CsCrOx?~ -93 -15 26.2 113 ENI -7.0 122
Co(NHs)sSOst  —20.3 25 76.5 114 ENCIO4 —5.7 122
CoenSOs™ —20.0 2.7 76.1 114 RNBr —6.4 122
methanol CaCler —11.9 16.9 96.6 115 BiNBr —6.7 122
SrClos*™ —13.0 17.2 101.3 115 ReBr —-55 122
BaClOs™ —13.9 16.3 101.3 115 N,N-dimethyl-  LICNS -1.3 1.8 10.4 123
CoCIOs* -11.4 121 78.8 115 formamide  TICI —-49.0 —305 62.0 107
NiClO4* —10.9 14.0 83.5 115 TIBr —453 —294 53.3 107
CuClos™ —-11.3 195 103.3 115 TIl —-39.1 —-26.9 409 107
ZnClO,* -10.3 155 86.5 115 La&t -17.4 21.2 1295 124
CdCIOs" —10.4 16.4 89.9 115 LaBrt —8.0 5 43.6 125
HxsNBr —8.8 116 NdCH —18.6 13.2 106.7 124
HpaNBr -8.8 116 NdB#" -9.1 2.8 399 125
BusNBPhy —10.6 116 TmCI* -14.7 27.4 141.2 124
1-propanol NaBr —14.3 22.1 1221 71 TmBr —12.0 0.7 42.6 125
Nal —13.2 18.9 107.7 71 N,N-dimethyl-  LiCl —-9.5 126
NaClOy —14.8 16.5 1050 71 acetamide LiBr -8.7 126
Kl —14.7 19.1 1134 71 Lil —8.4 126
Rbl —15.5 175 110.7 71 LiICI® —10.1 126
EuNI —15.6 6.62 745 17 LiBF -10.4 126
PrNI —15.5 6.00 721 17 LiAsE —9.4 126
BusNI —15.6 5.67 713 17 NaBRh —-9.3 127
PeaNI —15.6 71 KBPh —9.4 127
i-PaNI —15.8 71 LaBt" -11.4 25 122.1 128
MeBupNI —16.2 71 NdB#* —15.2 22.3 1258 128
MeBuwsNI —15.8 71 TmB?#" —13.8 18.2 107.3 128
2-methoxyethanol KPic =147 -0.2 48.6 117 BeNBPhy —-8.5 126
KBPhy —136 —94 14.1 117 ENBr —9.6 127
BusNBPhy —-147 —-75 241 117 RINBr -10.1 127
Ph/AsPic —15.0 1.9 56.7 117 BINBr —-9.5 126
PhASCI —-135 -11.6 6.4 118 PABr -9.7 127
PhPCI —-13.4 -11.0 8.0 118 HXNBr —-9.9 127
LiBF4 —-142 -17.8 —121 118 HpNBr —10.1 127
LiClO4 —13.3 119 OgNBr -9.8 127
NaBF —-138 -8.0 195 118 ammonia at KCI —13.8 10.4 81.2 129
NaClOy —-14.1 119 238 K KBr -12.6 9.4 73.8 129
KCIO4 —14.5 119 Kl -11.3 4.6 53.3 129
KNO3 -12.8 4.6 58.4 129
KSCN —-11.7 6.3 60.4 129
RbCIO, —14.8 119 NaSCN -11.8 9.5 71.4 129
CsCIQy —15.0 119 NHSCN -11.2 10.2 718 129
PhPBr —143 50 312 118 MeNSCN  +10.0? 24.9? 507 129
TINO3 —11.5 26 1258 123
dimethyl LICNS 0.9 0.3 -2.0 123
2,2-dimethoxyethane  LiCl —=50.1 120 sulfoxide LiN —-25 4.9 23.8 123
LiBr —40.8 120 LINCO —-11.5 1.2 426 123
LiBF4 —39.9 120 NaNCO —9.5 3.2 426 123
LiClO4 —35.0 120 KNCO —6.9 0.5 24.8 123
tetrahydrofuran LiBEr —40.3 121
LiAsFe —28.0 121
BusNBr —37.2 121
PaNBr —38.9 121
Hx4NBr —38.2 121
HpsNBr —37.8 121

a For its formation from Cd(k)sSQu. P Also references therein.
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values of AjpH°(IP,S) andA;pS’(IP,S). For these theories, Table 2. Volume Changes on lon Pairing ApV°(IP,S)/cn?® mol 2,
the temperature dependence K¥° is due to that of the =~ Mostly from Eq 62

parameteb = €%/2¢aksT, via the factor T)~*involving the solvent S ionpair P ApVe(IP,S) ref
permittivity of the solvente, provided the distance of closest " 4ter LiF 79 132
approactla is assumed to be independent of the temperature. NaF 4.6 132
Thus, the Fuoss theoretical value is KF 3.4 132
RbF 4.0 132
ApH(IP,Sf = RT(g/a)[1 + T(d In €/0T)p + Tot(S)] SSBF(OH)4 or oz
(60) NaB(OH) 8.4 132
_ i ) KB(OH), 6.5 132
In the case of Bjerrum’s theory, the cutoff distariRe= q is RbB(OH), 7.6 132
also nominally temperature-dependent, affecting the upper CsB(OH) 6.9 132
limit of the integral Q(b), but this has little effect on the H;Q'g{{— ?g 63 113333122
derived quantities: KSO. 59 134, 135
ApH*(IP,SF = 3RTL + T(3 In /o) + Tan(S)] (61) RoSOT 33 1%
CssQ- 6.2 135
On the assumption th&X(b) is temperature-independent, the MgSOy 7.4(9.0,7.8) 136 (83, 137)
difference between the standard molar enthalpy derived from cas (171-27_81-5’)1 138 (139
these two treatments is the replacement of the igaoof M";S% Za (é) ) 136 ((1 40))
the Fuoss theory by the numerical 3 in the Bjerrum treatment. CoSQ 10.9 (11.5) 141 (138)
NiSO, 11.4(11.6,8.6) 141 (138, 142)
4.3. Volume CusQ 11.3(10.0,11.4) 141 (143, 144)
i ) o ZnsQ 10.0 (8.0) 140 (145)
The volume change occurring on ion pairing is the cdso 9.3 (3.4, 20.6) 146 (140, 147)
difference between the sum of the standard partial molar UO,S0y 20.6 148
volumes of the ionsy°(salt)= V.° + V_° (for a symmetrical LaSQ" 21 (26) 149 (150)
electrolyte), and the standard molar volume of the ion pair, Eusqr 256 149
4 L . RbNO; 6 151
Vip°. Experimental values of this difference are obtained from TINO: 15 151
the pressure derivative of the thermodynamic association MgCI* 4.0(8.2) 134, 135 (152)
constantKa®: LaFe(CN} 8.0 48
CoergCIi 5.4 153
ApV°(IP,S)= —RT[(d IN(K,°/M H/3P); + ;] (62) ggggﬁg gg igg
. S CoenNOz>™ 5.0 153
The solvent isothermal compressibilityy, needs to be Coegc|0342+ 47 153
subtracted in eq 62, d$,° is expressed on the pressure- CoenSQ,t  23.3 153
dependent molar scale, M Another way to obtaim\V,p° CoenC0s~ 30.3 153
is to follow the partial molar volume¢V(salt), of the CoenCit 59.2 153
electrolyte to such high concentrations as needed for the Methanol LIi_IBcI':l 1178 1%311
ion pair to represent the major fraction of the ions in the KCl 29 154
solution#3* ethanol LiCl 17 131
1-propanol LiCl 16 131
7\(salt)= o[V°(salt)+ S,c] + (1 — a)V,,° + bc (63) 2-propanol NLai\?I Lra (19,21.8) = (131, 156)
where the fraction dissociated, is obtained independently, gﬂjmg 213%'7 igg
Sy is the theoretical (DebyeHuckel) limiting slope ax — BuuNI 8.7 155
0, andbc is an empirical linear correction term. BwNCIO, 7.8 155
Such values (mostly from eq 62) have been reported for acetone Lil 21 147
many electrolytes, mainly in aqueous solutions but also in Nal 25 (31.2) 147 (158)
some nonaqueous ones. A representative list is shown in Elsl 22?;(?3%?) 11277((115588))
Table 2. diethyl ether BuNPic 115 159
Analogous to the derivation of the enthalpy of ion pair benzene BsNPic 62 (59) 159 (147)
formation according to the theories of Fuoss and of Bjerrum, dichloromethane RIX negligible 160

the volume change can be formulated®a¥?

and co-worker$® applied the Bjerrum association model to

the volumes of electrolytes in solutions in water and
acetonitrile. They expressed the apparent molar volumes in

terms of the pressure derivative of the activity coefficient

o _ according to this model.

ApV (IP’S)B - The multistep process of ion pairing discussed in section
RT3 + exp@/a)/(q/a)’Q(g/a)(a In €/dP); — k(S)] (65) 2.3 involves the volume changes occurring during the distinct
steps for the formation of the 2SIP, SIP, and CIP species;
In solvents of relatively low permittivity, wheg/a is large, see eq 5 and Figure 1. For the first step, the electrostatic
Q(g/a) ~ exp@/a)/(g/a)* and eq 65 can be simplified to  association of cation and anion, the value obtained from the
ApVe(IP,SP = RT3 + (¢/a)(d In €/0P)r — «1(S)].64162Coe Bjerrum model was thought to be adequate, but for the

ApV(IP,SF = RT(q/a)(d In e/dP); — k+(S)] (64)

and
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further steps, the values had to be assuffiatthether a

Marcus and Hefter

A =alA,+ arAq (67)

three-step or a two-step process takes place was discussed

by Hemme¥ from the point of view of the volume changes
involved. It is generally agreed, however, that the volume

where A is the limiting equivalent conductivity at zero
concentration (i.e., of the completely ionized salt) axg

changes leading to the CIP are due to the release of solvenis the equivalent conductivity of the triple ions, again not
molecules from between the partners of the ion pair to the distinguishing between their two forms. Walden’s rtle

bulk solvent.

Aom1 & Aoz for two solvents 1 and 2, witly being the

The volume change on ion pairing was interpreted in terms bulk solvent viscosity-was used to estimat&o of a given
of the number of solvent molecules released. This can besalt in the solvent of interest, 2, by taking knows, values
calculated on the notion that solvent molecules electrostrictedfor this salt in solvents of sufficiently high permittivity, where

in the solvation shells expand to their ordinary molar volumes

complete dissociation occurs. On the other hakg,had to

when released, accounting for the observed positive valuesbe estimated as/3 of Ag on the basis of the sizes of the

of ApV°(IP,S)162

5. Triple lons and Further Aggregation

There is no doubt that nominal triple ions such as
AgCl, 87 or AIF,*,184 where significant covalent bonding

is present, have an independent existence in solution.

single and triple ions. Fuoss and Kr&tfghen showed that
plots of Ac'? againstc were linear, as expected from the
expression

A= [Kp Ag + [KpKp Al (68)

resulting from eq 67 and the above equilibrium constant

However, the evidence for similar species held together by €XPressions. The concentration at which the minimum in the
purely electrostatic forces is less clear-cut. As discussed&duivalent conductivity occursgn, corresponded to the ratio
below, the existence of triple ions (and higher aggregates) Of the intercept to the slope of eq 68, i.e.

has been invoked already long ago to account for certain
experimental observations, mainly concerning conductivities

of electrolytes in solvents of low permittivity. However,

Cmin = (AO/ATI)KTI_l ~ 3Ky, (69)

alternative explanations are frequently possible and somePermitting the estimation dr,. _ ,
researchers have regarded these aggregates as little more thanFu0ss and Krad$® then went on to obtain a theoretical

mathematical conveniences. The following section should
be considered in this context.

5.1. Triple lon Formation

The equivalent conductance of a salt in a solvent of very
low permittivity may exhibit a minimum conductivity at a
certain, low, concentration. lon pairing and variations of the
activity coefficient of the free ions alone cannot explain this
behavior. Fuoss and Krati% %" reported and discussed
conductivity data of tetraisopentylammonium nitrate and
thiocyanate, among other salts, in benzene<2.27), in
dioxane € = 2.21), and in dilute mixtures of benzene with
1,2-dichloroethane (13.3 wt %, = 2.8) and of dioxane with
water (£14.95 wt %,¢, < 9.0), where such minima were
encountered. They explained gquantitativéiyhe presence
of the minima and the values of the equivalent conductivity
and concentration at the minimum in terms of the formation
of triple ions at equilibrium with free (single) ions and ion
pairs:

C"+AC'=sCc'AC" and

A"+ C'AT=AC'A™ (66)

By considering the low permittivity solutions at sufficiently
low total salt concentrations (< 1 mM), Fuoss and Krad®

expression foKry;, based on considerations similar to those
of Bjerrun¥® for Kip = Ka of section 2.1. For the formation

of a triple ion according to the equilibria in eq 66, a single
ion should approach a dipolar ion pair, on the side of opposite
charge to its own. It may do so at any anglealthough the
most stable configuration (assuming purely Coulombic
interactions) is linear, where like charges are farthest away
from each other. Since only 1:1 electrolytes have any useful
solubility in these low permittivity solvents, the ionic charges
can be omitted and thus the expression for the electrostatic
potential energy is

W, (r) = —e% [r*— (r?+a?+ 2racosh) "3 (70)

This become®\V.(r) = —€% Y[r* — (r + a)~Y] for the most
stable configuration wher@ = 0. The cutoff distance for
triple ion formationRy, is the root of the following equation:

(1 + 2r/a)/[(r/a)(1 + r/a)’] = alq (71)

wherea andq have the same meanings as in the Bjerrum
treatment of ion pairing (section 2.1). The triple ion associa-
tion constant is a double integrgb) over the angle® and

the distances from contact to cutoff:

K, = (272N,/1000%°I (b) (72)

could reasonably assume that the fraction of the dissolvedwhereb = 2g/a, double the value used before. Physically

salt dissociated into free iong, was so low that corrections
for activity coefficients and the effects of interionic forces
on the mobility of the ions could be neglected. Simcex

1, the concentration of the ion pair (the “nondissociated”
salt) essentially equals The equilibrium constant for ion
pair formation C + A~ = C*A~ is thenK;p = 1/a%c and
that for triple ion formation from the ion pair (assumed to
be the same for the two equilibria (eq 66)Ksg = an/ca,
with aq being the fraction of the salt present as triple ions.
The equivalent conductivity is then given by

meaningful (non-negative) values of the integté), occur
above the minimal valub = 8/3. Values of logl(b) andRp/a
are shown for various values bfin Table 3.

The conductance of tetraisopentylammonium nitrate in
aqueous dioxane solutions showed minima up to a water
content of<20 wt %, corresponding tg < 12. Experimental
values ofKy could be obtained from eq 69 up to a water
content of 9.5 wt %, where = 5.84, and these agreed well
with the values calculated from the theoretical expression
(eq 72)% As cmin increased with increasing water content,
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Table 3. Values of logl(b) and Ry /a for Triple lon Formation at
Rounded b Values'®®

b 3.5 5 10 15 20 25 30 35
logl(b) 0.096 0.668 1.534 2.183 2.894 3.732 4.634 5.565
Rr/a 123 156 246 317 376 428 475 519

Chemical Reviews, 2006, Vol. 106, No. 11 4605

dipole, ion—dipole, and ior-ion interactions. The calcula-
tions were applied to solutions of LiAskh methyl acetate,
2-methyltetrahydrofuran, 1,2-dimethoxyethane, and dimethyl
carbonate as well as of LiClOin these solvents, tetra-
hydrofuran, and 1,3-dioxolane.

Barthel et al’ recently tabulatedy, values from the

the dissociation of the ion pair to single ions increased and literature for the triple ions LiCIO,Li* and C|Ql__|-i+C|O4_
corrections had to be applied to the equivalent conductance(@ssumed to be equal) that ranged from 22*lh methyl

expression (eq 67) for the ionic activity coefficients and
effects on the ionic mobilitie¥® Whereas values of the ion-
pairing constank > were in the range 20to 10" M1, those

of Ky, were considerably smaller, of the order o201

for various tetraisopentylammonium salts at 298.18%K.

Following the pioneering work of Fuoss and Kraus, interest
in triple ion formation lay dormant for many decades. It re-
awoke significantly only in the late 1980s as a result of the
growing importance of salt solutions in solvents of low
permittivity arising from their use in lithium batteries.
Unfortunately, the many papers by Hojo and co-workers
during this period on conductivities and triple ion formation
in low permittivity solvents (e.g., refs 168170, but there
are many others) have to be discounted for two reasons. On
is the use of obsolete conductivity expressions (e.g., Shed
lovsky’s) at concentrations where the effects of ions on the
mobilities have to be taken into account more appropriately

than these earlier expressions allowed. The other problem

is the consideration of ions that are able to form hydrogen
bonds (e.g., BsHN™) with the anions, obscuring the
electrostatic interactions leading to ion pairs and triple ions.

On the other hand, Salomon and Uchiydmapplied a
modern conductivity expression (Fuoss and Hsi&d)
conjunction with an extended Debyelickel expression for
the mean ionic activity coefficients, to calculate triple ion
formation from conductivity measurements. This permitted
evaluation of conductivity data arouigli, in terms of three
fitting parametersKp, Ky, andA°, assumingAr = %/3A°.
(Note the difference with regard to Fuoss and Kraus's
estimate ofAr; = 1/3A°.) The contributions of triple ions to
the conductivities at 28C of LiClO, in dimethyl carbonate
(er = 3.12), LiBF; in 1,2-dimethoxyethane:(= 7.15), and
Bu;N™ picrate in anisole¢. = 4.29) were between 30 and
50%. In view of the cutoff distancBy, defined above, no
triple ions are expected to be formed below the salt
concentrationEcyo/M = 1.2 x 107 %(¢T)3 = 9.6 x 1078,
1.2x 1074 and 2.5x 10°°for these solvents. Two problems
that were knowingly ignored in this approach were the effects
of increases in viscosity and permittivity of the solutions as

formate ¢ = 8.5) via 38 M in methyl acetatee{ = 6.68)
to 412 Mt in dimethyl carbonatee{ = 3.11). However, it
should not be concluded from this that triple ion formation
is confined to solvents of low permittivity. For instance,
Barthel et aP® concluded from conductivity measurements
that triple ions are formed by lithium fluoroacetates in
propylene carbonate (P€, = 64.92 at 298.15 K) at <
0.009 M. This is a consequence of the relatively poor ability
of PC to solvate the ions (see section 6). Rather more
importantly, because of its general implicationsdgueous
electrolyte solutions, it has been shown recently using a
combination of dielectric relaxation spectroscopy (DRS)
and Raman spectroscapythat concentrated solutions of
é\/IgSO4(aq) contain at least one triple ion, M80O>". This
_particular triple ion could be detected because it has a large
dipole moment (the symmetry of most triple ions means that
they have near-zero dipole moments), thereby making it
“DRS-active”?% and because of the unusual sensitivity of
the strongv1(SO?~) Raman band to minor perturbations in
its environmeng®

The most recent theoretical consideration of triple ion
formation is that of Barthel et &0. They modified the mean
spherical approximation (MSA, section 2.6), formulating the
associative-MSA (AMSA) to include symmetrical triple ions.
They introduced the expressiptc (y* replaces the authors’
y to avoid confusion with the symbols commonly used, here
and elsewhere, for activity coefficients on the molal scale)
as the concentration of the iom®t bound in a triple ion.
Then the concentration of single ionsag*c and that of
ion pairs is (1— a)y*c and the mass action law for triple
ion formation is

1=y~ 2= (1 — a)cKy [y|PHSYieIY|Pe|/YT|el] (73)
For further evaluatiorKy, was treated as an adjustable fitting
constant,yipS = yp® = 1 was assumed for the activity
coefficients of neutral ion pairs, ang® = exp[—2q(RI')%/

(1 + RIN? was used by analogy with the MSA expression
for y,® (section 2.6). Returning to LiCl{association in the

¢ increases, both of which are measurable and correctablejow permittivity solvents mentioned above, the experimental
The latter point has been addressed by several authors. lfosmotic coefficients and equivalent conductivities were

cmin = 0.1 M, the increase im; becomes appreciable and

compared with those calculated from the modified MSA

should be taken into account, as pointed out by Cavell andtreatment with the assuméd, = 1 M~tin 1,2-dimethoxy-

Knight.!”2 This point was taken up by Gestblom et &,
who questioned the formation of triple ions altogether in
dichloromethane solutions of tetraalkylammonium and simi-
lar salts. Maaser et &l* also discussed this problem, but
with no clear conclusion. Petrucci and Eyrifigconsidered

ethane { = 7.08) and dimethyl carbonate, & 3.11) with
satisfactory results, having selected reasonable values for the
distance of closest approach,

As is apparent from the foregoing discussion, most studies
of triple ion formation have utilized conductivity data of

both the dependence of the solution permittivity on the salt single electrolytes. A completely different approach based
concentration and more importantly the electrostatic interac- on the interpretation of the excess Gibbs ene@fy(activity
tions of the dipolar ion pairs with the ionic atmosphere and osmotic coefficients), in concentrated mixtures of two
around them in terms of a multibody interaction theory. This electrolytes A and B with a common ion, was developed by
dispensed altogether with the notion of triple ions as discrete Friedmad’® and subsequently others. These studies were
chemical species and arrived at fits of the conductance curvesmostly confined to aqueous solutions at appreciable con-
(in terms of the FuossHsia expressiorj with Bjerrum- centrations. The value @F as a function of the total (molal)
type ion pairing and expressions for the dipeien, dipole- ionic strengthl and the fractiony of electrolyte A in the
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mixture can be written as (designated in the original paper) obtained from activity
coefficient data at 0. nmymol kgt < 0.5. The data could

GE(ly) = | RTy(1 — 1-2y)" p=0,12.. be fitted withKy = 2.1 M™* and Kq = 2.8 M™? for the
() % y)zgp( )5 P (74) quadruple ion. Similarly, WirtH” interpreted the apparent

molar volumes of ENBr in water in terms of dimerization
In this expressiong, is a function ofl (andT andP), which of the ion pair, fitting the data witk, = 1.5 M andKq
is interpreted by Friedmafi1’8 in terms of the cluster =1.0M1 Supercr!ncal.wa'ter has a low permittivity; hence!
expansion theory and iefion interactions. Theo parameter electrolytes associate in it and may aggregate to species
represents predominantly pairwise interactions but also hasbeyond ion pairs. Calculations for 1:1 electrolytes in water
contributions from higher-order interactions. Teparam- &t 673-1073 K and 56-400 MPa;* based on the restricted
eter represents mainly triple ion interactions, again with primitive model, indicated the formation of such species at
contributions from higher-order ones, étiéNegative values ™M > 0.5 mol kg* at the lower pressures and higher
of these parameters mean an attractive interaction of thel€mperatures in these ranges. Such species may be significant
unlike noncommon ions, lowering the Gibbs energy. In for many geochemical processes.
common-ion electrolyte mixtures, there are three kinds of ~ Spectroscopic methods have also provided evidence
ions, and theg, parameters do not specify which of them for the formation of quadruple ions in solvents of low
interact. However, negativg; values (denoting triple ion  permittivity and poor solvating ability. Chabanel and co-
formation) were assumed to arise from those shown in the workers!8-192 ysing vibrational (infrared and Raman)
equilibria in eq 66, rather than those involving three ions of spectroscopy, have shown that isothiocyanates or perchlorates
the same charge. Expressions for the excess enthalpy anaf alkali and alkaline-earth metals in solvents such as
volume of mixing analogous to eq 74, involving parameters dimethyl and diethyl carbonate, methyl acetate, butyl acetate,
h, and v, instead ofg,, have also been discussed in relation tetrahydrofuran, and 1,3-dioxolane “dimerize” to quadruple
to triple ion formation by Friedmdf178and by Reilly and  ion structures due to dipotedipole interactions (noting again
Wood17 Padova and co-workéf8 182 studied various  that this is not proof of the mechanism of formation). Less
common ion electrolyte mixtures isopiestically, deriv@d dimerization of the ion pairs was noted in nitromethane, with
and g, values, and interpreted them in terms of ion pairs even lower values in acetone, acetronitrile, dimethylform-
and triple ions. Contrary to the intuitive Bransted postulate amide, and dimethyl sulfoxide. The dimerization was found
that like-charged ions would not associate, such pairs andto be entropy controlled, with the ion pair being desolvated

triplets have been found in, say, aqueous\NBr + NaBr upon formation of the quadruple ion, with concomitant
mixturest&? positive enthalpy and entropy changes.

) Further aggregation of electrolytes (i.e., beyond quadruple
5.2. Quadruple lons and Higher Aggregates ion formation) in solvents that are poorly solvating and have

d moderate to low permittivities is to be expected in sufficiently
concentrated solutions and was indeed found in some of these
conductivity goes throughmaximum Such data have been studies. Petrucci and co-workfs 4% have studied salts
interpreted by assuming the formation of neutral quadruple N I0W permittivity solvents, mainly using relaxation methods
(ultrasonic and dielectric) but also infrared spectroscopy. The

ions, nominally from two ion pairs, reducing the concentra- S o ) ;
tion of the conducting triple ions. Examples of such behavior SYStéms studied included lithium and sodium thiocyanates

are the conductivities of tetrabutylammonium tetrafluoro- In tetrahydrofurar_l, Li_CIQ and LiAsks ir_1 Z-methyltetra-
borate in 15% phenanthrene in anigdtand of LiCIO; in hydrofuran, and LiCIQ@in polyethylene oxide dimethyl ether

polyethylene oxide 508+ However, such maxima in con- PEO-500. In the last system, ultrasonic and dielectric
ductivities can also be explained by an increase in the relaxation measurements led to the conclusion that the dipolar

solution viscosities at the high concentrations involved.7 10N pairs dimerize to essentially nonpolar quadruple ions with
M52 and~0.4 M 18 respectively. Quadruple ions have also antiparallel orientation of the two ion pairs, leading to
been claimed in cases where no maximum beyond thed€creased permittivity and conductivity @k 0.4 M.1%

minimum in the conductivity curve occurs; see, e.g., ref 185 A recent paper by Xuan et & deals with LiBR in
and references therein. Such interpretations need to beacetonitrile, studied by vibrational spectroscopy and quantum
regarded skeptically, since the conductivity expressions onchemical calculations. The latter were used to ascribe various

which they were based did not allow properly for nonspecific structures to the species formed, including the dimers. The
interactions. guadruple ions were claimed to have highly symmetrical
Thus, positive evidence of quadruple ion formation from structures. However, it should be noted that quantum
conductivity data is sparse, although intuitively such species mechanical (QM) calculations produgaesphasestructures,
might be expected to form. Barthel etSltreated such  even if a few solvent molecules are included for verisimili-
hypothetical cases by the MSA theory in a manner similar tude. Reliable calculation of species structures in real
to the treatment of triple ion formation (see previous section). solutions is not in general possible at present using QM
Quadruple ion formation can be considered as the dimer- calculatlons. The _Ilteratu_re abounds with species for_ W_hlch
ization of already formed ion pairs, but note that this does there is no plausible evidence other than QM (or similar)
not imply a mechanism of formation: it simply accounts calculations.
for the coexistence of ion pairs and quadruple ions. This As already noted, there is no reason to suppose that the
approach has been taken mostly for data other than conducaggregation of ions in poorly solvating solvents of low
tivities, where quadruple ion formation was invoked to permittivity should stop with triple- or quadruple-ion forma-
explain nonconstant appareit, values. For example, tion. Higher aggregates might even be considered as steps
“dimerization” of KPF in aqueous solutions was proposed along a pathway leading ultimately to ionic liquids and seem
by Robinson et al® to explain the variation oKa values intuitively reasonable. The solvent extraction literature is full

In solvents of low permittivity, it is sometimes observe
that when concentrations rise aboug,, the equivalent
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of reports of such aggregation for long-chain substituted
ammonium salts or salts of alkyl and dialkyl phosphoric or
phosphonic acids in hydrocarbon solvents up to (inverted)
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properties as water has. This idea was subsequently taken
up by Diamond?® who elaborated on it and showed that
for the lithium salts it results in the order of the activity

micelles or other large aggregates. This fascinating and coefficients to be1 > Br~ > CI~, contrary to the “regular”

important subject is outside the scope of this review.

6. Solvation and lon Pairing

Solvent effects on ion pairing have been studied right from
the introduction of the concept of ion pairing of strong
electrolytes by Bjerrum in 1928. At the time, and for a

order found for the heavier alkali metals, expected from the
distances of closest approach. It should be noted, however,
that the difference between “localized hydrolysis” and ion
association is largely semantic. Furthermore, the limited DRS
studies on such systeff§suggest that 2SIPs may predomi-
nate over the SIPs assumed in the “localized hydrolysis”
scenario.

long period subsequently, such association was taken to be Tne other effect, peculiar to aqueous solutions, is “water

determined entirely by the bulk permittivity of the solvent,

structure enforced ion pairing®® The order of decreasing

¢, since according to the Bjerrum model, itis the electrostatic activity coefficients for aqueous solutions of cesium halides
attraction between oppositely charged ions in solution that js c|-"> By~ > |-, and for the iodides of tetraalkylammo-

causes them to form ion pairs. For instance, Grun¥fald
considered ion pairs wita = 0.6 nm at 25°C in solvents
with relative permittivities 10< ¢, < 40 on the basis of
Bjerrum’s theory and listed cutoff distancgsanging from
0.7 to 2.8 nm and association constaftsrom 2.6 to 4550
M~ Kraus in his review of ion pairing discussed ion pairs
at permittivities just below the critical value where ion pairing
sets in (the Bjerrumg > a), as well as in solvents of
appreciable;. His statement that “for a given value afat

a given temperature the value Kf[=1/K,] is dependent
only on the [relative permittivity] of the solvent mediutd”
readily followed from the understanding of that time, but

nium it is EtNT > PNt > BuyN+. Here the association is
opposite to what would be expected from electrostatic
attraction, increasing with the sizes of poorly hydrated ions.
Such ions break the water structure around thent @l
I7) or produce hydrophobic cages around theni\(R that
disturb the ordinary water structure. By forcing such ions
together to form an ion pair, the regular water structure is
regained to a large extent; hence, this association is favored,
i.e., the well-known hydrophobic association. Some insight
for such cases may be obtained using spectrostgitand
DR methods.

These two types of ion pairing are practically known only

even then exceptions were evident and required explanations, aqueous solutions, although the first is likely to occur in

The notion that the distance of closest approagtcan
be set equal to the sum of the radii of the bare ions+
r—, does not appear to be tenable in strongly solvating

solvents. In such solvents, the solvation shells around the
ions may remain largely intact when ions of opposite charges

are attracted to each other electrostatically. In water, wyith
= 78.36 at 298.15 K, the cutoff distanBdor 1:1 electrolytes

is smaller than the distance of closest approach of the

hydratedions: R~ q = 0.357 nm< a= (r+ + dw) + (r-

+ dw), wheredy is the diameter of a water molecule. Thus,
1:1 electrolytes generally do not form ion pairs in water.
However, 2:1 or 1:2 electrolytes associate even in water,
whereR ~ q = 0.714 nm. Electrolytes of higher charge types

should certainly associate in water, as has frequently been

observed. At very high temperatures, where the relative
permittivity of water is considerably reduced, even 1:1
electrolytes may form ion pairg®

There are in aqueous solutions two types of ion pairing

solvents the molecules of which would “locally solvolize”,
e.g., alcoholg% and the second in solvents that are highly
structured by hydrogen bonding, e.g., formamide.

lon pairing in nonaqueous solvents with< 40 has been
extensively studied. This is mainly because ion pairs are
common in such solvents, even if the ions are singly charged
and even if they are strongly solvated. At these moderate or
low relative permittivities, the electrostatic forces between
oppositely charged ions are sufficiently long range to create
ion pairs without necessitating the removal of solvent
molecules from the solvation shells.

6.1. Solvent and Counterion Competition

Competition between counterions and solvent molecules
for space in the vicinity of a given ion in an electrolyte
solution is a general phenomenon. On ion pairing, solvent
molecules may be sequentially released from the solvation

not governed by the electrostatic considerations usually shells at increasing electrolyte concentrations and diminishing
applied. These have been inferred by the consideration ofsolvent activities. This process leads via 2SIPs to SIPs to
the activity or osmotic coefficients of families of 1:1 CIPs, all of which will be solvated outside the space between

electrolytes. Robinson and Harriédshowed that for the
alkali metal halides (except the fluorides) the activity
coefficients for a given halide and at a given concentration
decrease in the orderL> Nat > K* > Rb" > Cs', which
they took to be the “regular” order. However, for the

the partner ions, although to a smaller extent as a result of
the partial charge neutralization.

Solvation effects on ion pairing were noted even in the
earliest studies of ion pairing. Exceptions to the expected
smooth dependence of loga on 1k, were evident and

fluorides, hydroxides, formates, and acetates, the order isrequired explanations. For instance, for the three solvents
reversed. They explained this observation by the concept of1,2-dichlorobenzene, 1,1,1-trichloroethane, and 1,2-dichloro-

“localized hydrolysis”. They suggested that a SIP is
formed: C--OH---H---A~, in which a high field cation C,
with a high charge-to-radius ratio, such as,lpolarizes the
water molecule while the anionAhat is the conjugate base

ethane, which have values of~10 within 2%, the values
of Ka of tetrabutylammonium picrate at 2& obtained from
conductivity measurements varied by more than an order of
magnitude® Therefore, factors other than were clearly

of a weak acid attracts a hydrogen atom of the polarized operative. Solvation effects were invoked qualitatively by
water molecule. This association decreases the activity Gilkersor#? to account for such variations. Deviations from
coefficient in the same manner as ion pairing does due tothe smooth dependence of ld¢, on 1k, were observed
electrostatic attraction between the ions, that occurs in anyespecially in binary solvent mixtures, whete could be
solvent, even one that is devoid of such donor and acceptorvaried continuously by changing the composition. These
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deviations were interpreted in terms of preferential solvation the measured association constant or by calorimetry; see
of the ions by the components of the binary solvent or, for section 4.2. For the desolvation of the ion partners occurring

a given ion, in terms of competition between solvation and
association with its counterion. Hy##@ pointed out that
although the values of loda for tetrabutylammonium
bromide or perchlorate in pure solvents were linearly
dependent on &/, consistent with the restricted primitive
model (RPM), those for B{NBr in mixtures of water and
dioxane were not. In this case the RPM is not applicable

in the pairing process, the entropy change is
AgeS=ApS(IP,S)— (AS, + AS, + AS,) (78)

For solvent-separated ion pairs (2SIR%).sS may be small,
since not much solvent is expected to be removed from the
ions on pairing, but is probably not zero.

and the structure of the dioxane molecules, changing from The solvent molecules solvating the ions and the ion pair

chair to boat configurations in the solvation shell of the ions,
comes into play. A similar argument in terms of ttians
and gauche forms of 1,2-dichloroethane explained the
deviation ofK, of Bus;NCIO, from the line established by

are translationally immobilized to them, and their release can
be set analogous to the process of fusion of the solidified
solvent (extrapolated to the temperature at which the terms
in eq 78 are determined, generally 298.15 K). Then the

other pure solvents. Preferential solvation was most obvioushumber of solvent molecules released on ion pairing is

for BusNBr in mixtures of methanol and nitrobenzei{@2%3
Nitrobenzene is of appropriate size for its antiparallel dipolar
association with the BINTBr~ ion pair, thus enhancing its
formation. However, solvents may not only enhance ion
pairing but also act against it when the solvation is suf-
ficiently strong and extends over a wide region of space
around an ion.

Further illustrations of the competition between ion

AnIPS = ASjesol\/AfusS(S)

whereAws3(S) is this entropy of fusion of the solveff A
corresponding quantity, the solvation number of the elec-
trolyte, > n, is obtained from the sum of the entropies of
solvation of the ions:3n = Y AS,oW/ArS. Such calculations
were made for divalent metal sulfates in water and perchlo-

(79)

solvation and ion association include the ultrasonic absorptionates in methanol and in uni- and divalent metal halides in

study of lithium thiocyanate in mixtures of water aNgN-
dimethylformamide (DMF). Atxpme > 0.6, ion pairing
prevails over ion solvation, while the reverse is truemr

1-propanolN,N-dimethylformamide, and dimethylsufoxide;
see Table 4. As expectedy\np < Y n, with the former
comprising some 30660% of the latter. Therefore, the ion

< 0.658 Such a competition is enhanced as the concentrationPairs studied in these solvents are still solvated to a
of the electrolyte increases and the ratio of solvent moleculesconsiderable extent. As would be expected, fewer solvent

to electrolyte decreases. The entropy of mixing of free

molecules are released when the ion pair is charged, i.e., as

cations, free anions, ion pairs, and free solvent moleculesin unsymmetrical electrolyte solutions. It was concluéiéd,
depends on the amount of solvent bound to the ions and ionhowever, that the numbekn by itself is insufficient for

pairs. This effect was treated by DeMaeyer and Kes4ling
for hydrochloric acid and cesium chloride in water up to
saturation.

distinction between 2SIPs, SIPs, and CIPs.
The strong electric fields of the ions cause electrostriction
of the solvent, and when the field is considerably diminished

Solvent release from solvation shells upon ion pairing was around the dipolar ion pair with no net charge, this

studied by Marcus®and illustrated with entropy change data

electrostriction is loosened up. The solvent molecules

for various salts in diverse solvents. On association of two released from the solvation shells revert to the bulk solvent

ions to form one ion pair, translational entropy is lost:

ASJIK ' mol ™' =1.5RInN[M/M,M_] —82.2 (75)
whereM is molar mass antl, = My + M_. Rotational
entropy is gained (for monatomic ions):

AS /I K mol ™' =67.5+ RIn M/M,M_] + 2R |? a)
76

wherea = ry + r_ is the contact distance of the partners in
the pair. When one of the associating ions is polyatomic (e.g.
sulfate or tetrabutylammonium), its rotational degrees of
freedom are diminished, however, and a loss of séfef

its rotational entropy must be taken into account. The change

of electrostatic entropy, estimated from the Born equation
for distances beyond the first solvation shell of thicknéss
is
AS, =Kz, +d)y+Z30_+d)— (z. — |z

{rr "+ d] (77)

where k = (Na€%/8meg)(de/dT)e, 2. For a symmetrical

having, then, the bulk molar volume. A recent calculation
of the molar electrostriction of solventAVe(S), that is, the
volume change per mole of solvent molecules subject to
electrostrictiont? permits the estimation of the number of
solvent molecules released on ion pairingye°. Evaluation

of the molar volume of a completely eletrostricted solvent
molecule,Vs ¢, Was basetd>?'3on the expression

Ve (krS/S)

whereVs® is the molar volume of bulk solvent ar) and

S. are the theoretical (DebyeHiickel) slopes of the2term

'of the concentration dependence of the apparent molar
volume and compressibility of the electrolyte solution. These
quantities require knowledge of the first and second pressure
derivatives of the density and relative permittivity of the
solvent, which are available for a restricted number of
solvents'®? The value for the difference between the molar
volume of bulk solvent and electrostricted solvent for=S
water iSAVe(S) = Vs° — Vs e = 2.9 cn? mol™, based on
modern values of the properties of water, which differs
somewhat from previous estimaté3.The ratio of the
standard molar volume change on ion pairingsVe(IP,S),
commonly obtained from the pressure derivative of the

VS,eI - (80)

electrolyte, the last term in the square brackets of eq 77 @ssociation constant (see section 4.3) ANG(S),

vanishes. The standard molar entropy of ion pairing,
ApS(IP,S), is obtained from the temperature coefficient of

Anp®Y = ApV°(IP,S)/(-AV,(S)) (81)
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Table 4. The Number An of Solvent Molecules Released from the Individual lons When They Form an lon Pair, Calculated As

Described in the Text

ref for ref for
solvent S ion pair IP Anp®Y ApV°(IP,S) Anp°S ApS(IP,S)
water LiF 2.7 132
NaF 1.6 132
KF 1.2 132
RbF 1.4 132
CsF 14 132
LiB(OH)4 3.1 132
NaB(OH), 2.9 132
KB(OH)4 2.3 132
RbB(OH), 2.6 132
CsB(OH) 2.4 132
LiSO4~ 1.9 133,134
NaSQ~ 2.5 134, 135
KSO,~ 2.1 134, 135
NH;SO,~ 1.2 135
RbSQO~ 1.1 135
CsSQ~ 2.2 135
MgSO, 2.5 205 4.9 206, 207
CasQ 4.0 138 5.1 206, 207
MnSO, 2.5 205 5.4 104
CoSQ 3.8 141 5.1 104, 207
NiSO, 4.1 141 5.1 104, 206, 207
CusQ 3.9 141 5.3 104, 206, 207
ZnSQ, 3.5 140 5.1 206, 207
CdsQo 3.3 146 55 206, 207
UO,SO, 7.0 148 7.8 104
LasSQ" 6.8 149 6.3 104
FeSQ* 8.0 104
EusSQ* 8.8 149
RbNG; 2.2 151
TINO3 5.2 151
MgCI* 1.4 134, 135
LaFe(CN}) 2.7 48
CoenCI?" 1.8 153
CoenBr?* 1.8 153
Coenl?* 1.7 153
CoenNOz?* 1.7 153
CoenClO2* 1.7 153
CoenSOyt 8.0 153
CoenC,04" 10.4 153
CoenCit 20.4 153
methanol LiCl 3.0 131
LiBr 2.8 131
KCI 4.8 154
MCIO,~ @ 9.5-11.5 208
1-propanol LiCl 1.1 131
NaBr 2.8 71
Nal 2.5 71
NaClO, 3.7 71
Kl 2.7 71
Rbl 2.7 71
2-propanol LiCl 0.7 155
Nal 0.4 157
BusNCI 0.3 155
BusNBr 0.3 155
BugNI 0.3 155
BusNCIO, 0.3 155
acetone Lil 0.8 147
Nal 1.0 147 1.9 209
NaClO, 2.0 209
Kl 0.9 147
Csl 0.9 147
N,N-dimethylformamide TIX 0.8-1.0 107
CuCt+ 2.6 210
dimethylsulfoxide Cux®b 1.5-2.0 211
ZnX*to 3.0 211
Cdxtb 1.6-1.8 211
HgX*® 3.6-3.8 211
diethyl ether BuNPic 3.4 159
benzene BiNPic 2.8 159
dichloromethane RIXP ~0 160

aM2t = Ca*, SBH, Ba¢t, Co*t, Nizt, Cw¥*, Zn?t, and Cd*. X~ = CI~, Br—, and I
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then corresponds to the number of water molecules releasedrery high concentrations. He considered the water in the
on ion pairing in water. The values &n;p° derived from hydration shells of the ions as being abstracted from the bulk
the volume change on ion pairing are compared in Table 4 water, so that the mole faction of “free” water is lower than
with values derived from the entropy change where available,the nominal. He then showed that these properties of
with fair agreement. Unfortunately, there are not many caseselectrolytes involving small inorganic ions even up to 1:3
where data from both approaches are known. types can be modeled by assigning hydration numbers to
For the case of ion pairing of magnesium sulfate in water, the ions without invoking ion pairing. In his treatment,
the considerations of Eigen and Tadinyielded discrete  Zavitsas ignored, however, similar ideas published over 50
values for the volume changes of the three stages ofyears earlier by Stokes and Robins6iiref 2, pp 238-251)
association. The standard partial molar volume changes,for the interpretation of activity coefficients of agueous
AV°(2SIP)= 4.9 cn? mol~* for the formation of the double  electrolytes.
solvent-separated ion pair from the individual ioA§°(SIP)
= 3.5 cn® mol~! for the formation of the solvent-shared ion 6.2. Transfer of lon Pairs between Solvents
pair from the 2SIP, andV°(CIP) = 0.7 cn? mol ™ for the
formation of the contact ion pair from the SIP, were
estimated® The sum of these valuedV° = 9.1 cn?¥ mol ™,
represents the volume change on formation of the contac

As mentioned above, in solvents with < 40, ion pairs
are common even if the ions are singly charged, so that ion
tpairing in such solvents has been extensively studied. In some
ion pair from the individual ions. The experimental value °f. (N€se studies, ion association was quantitatively deter-
mined in more than one solvent. The standard molar Gibbs

ApV°(Mg?"SO2,aq)= 7.3% or 7.8 cm® mol* at 25°C . ; o : ;
is somewhat smaller, but in the solutions where these valuesEneray of ion pair (IP) formation in a solvent S is obtained

were obtained, not all the magnesium sulfate was in the form from its association constant:

of contact ion pairs. The experimentabV° agrees well with

that, AipV°(IP,S¥ = 7.4 cnf mol 2, obtained by Hemmé& ApG°(IP,S)= —RTIn(K,*/M ) (53)

from the differentiation of the logarithm of the Fuoss

expression for the association constiat (cf. section 2.2)  Comparison of ion pairing in various solvents is probably

with respect to the pressure, eq 64. best made in terms of the standard molar thermodynamic
The Bjerrum treatment of ion pairing, in this case of functions of transfer: A)Y°(IP,S—S,), where S and 'S

magnesium sulfate in water, involves the cutoff distagce  denote two solvents and= G, H, S, etc. The solvents may

= 1.43 nm, which is more than the distance between the he miscible, in which case these quantities are generally

centers of the ions separated by two water molecute®.9 obtained from separate determinations in each solvelix bf

nm, but it is expected that little volume change occurs when (for A,G°) andAHA° (from calorimetry or, less satisfactorily,

the partner ions are subject to ion pairing at distances apartthe temperature dependence<af). Entropies are generally

of 0.9 = r/nm < 1.43. The expression for the volume change calculated fromAG°® and AH® in the usual way. If the two

according to this treatment, eq 65;'%*leads to a calculated  solvents are practically immiscible, then the transfer functions

volume change for magnesium sulfate &pV°(IP,SP = may be obtained from distribution equilibria of the electro-
4.9 cn? mol~1,' corresponding well with the\V°(2SIP)= lytes in question and their temperature dependence. The latter
4.9 cn? mol~* reported above. N case is dealt with in section 6.3.

Marshall and Quist®** studied ion pairing of 1:1 Values of AG?® for ion pairs were reported for JR¥X~

electrolytes in water at high temperatures and advocated thqr = Me or Et; X = Cl, Br, or ) in methanol and various
consideration of the number of water molecules released bysplvent8!? and are shown in Table 5. Unfortunately, the

employing “complete” equilibrium constants. For example, AxG® values of these ion pairs in methanol were not
the association of sodium iodide in water at 5@00 °C reported. The results were interpreted in terms of the
was described by Kamlet-Taft linear solvation energy relation:

Na'(ag)+ | (ag)= Na'l (agq)+ kH,0  (82)

A G° = AG°, + s7* + aa + ho,, (84)

solv
with Ka° = CnaCh,0CnatCi- Oon the ML scale at infinite . _ o .
dilution of the solute. The conventional equilibrium constant wherex* is the polarity/polarizability of the solventy is

Ka could be written as its hydrogen bond donation ability (zero for aprotic solvents),
ow? is the cohesive energy density (square of the Hildebrand
log Ky =logK,* — klog ¢, o (83) solubility parameter), ang a, andh are the susceptibilities

of the ion pairs to these solvent characteristie&® is a

The resulting linear plot of lodka vs log cy,0 yielded the constant that would vanish iAG° were used and the
parametek = 9.7 as the slope, being independent of the differences betweem*, o, and 64 of the solvent and
temperature. However, such a high number of water mol- methanol were employed in eq 84. It was nététhat the
ecules released, signifying formation of an unhydrated CIP, change of BNt from tetramethyl- to tetraethylammonium
is rather unlikely. The linearity of the plot of eq 83 appears had only a small effect on the ion pairing but changing the
to be an insufficient criterion for the elucidation of what takes anion had a larger one. The average ratios for=XI~/Br~/
place in these solutions. For instance, no allowance was madeCl~ of the a coefficients were 1.00:1.68:2.12, and those of
for the change in relative permittivity over this wide thes coefficients were 1.00:1.20:1.28. The susceptibilities
temperature range. of the anions to solvation increase in this order, more for

On the other hand, Zavits&s evaluated the colligative  the hydrogen bonding coefficieatthan for the polarization
properties (freezing point depression, boiling point elevation, coefficients. It was noted that the, a, andh coefficients
vapor and osmotic pressures) of aqueous solutions offor the ion pairs were about 0.5 times those for the
electrolytes at ambient temperatures up to 10@nd up to transfer of the separate cation and anion. The strong cation
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Table 5. Standard Molar Gibbs Energies of Transfer, A{G°(IP,MeOH—S;)/kJ mol 1, of Tetraalkylammonium Halide lon Pairs from
Methanol to Diverse Solventsd'”

solvent S MesNCl Me,NBr Me;NI Et4,NCI Et,NBr Et4NI PryNI
hexane 89.1 76.6 55.6 89.1 76.6 55.6
c-hexane 85.4 72.8 51.9 85.4 72.8 51.9
water —-12.6 —-8.4 —5.4 -7.5 —-2.9 0.4 9.2
ethanol 6.3 5.4 3.3 6.7 5.9 4.6 0.8
1-propanol 7.9 6.7 4.6 7.9 6.7 5.9
i-propanol 9.6 8.8 6.7 10.9 9.6 8.4
1-butanol 9.2 8.4 6.3 8.8 7.5 6.7 25
t-butanol 16.3 15.5 13.0 16.3 15.1 13.8
ethyl ether 63.2 52.3 335 63.2 53.1 34.7 30.5
acetone 27.6 18.0 6.7 27.6 18.0 7.9 5.0
2-butanone 19.7 8.8 23.0 11.3 6.7
ethyl acetate 37.7 28.0 17.2 20.1 18.4
acetonitrile 18.8 9.2 1.7 21.3 12.1 5.0 4.2
nitromethane 13.0 6.7 -0.8 20.9 13.8 4.2 6.3
DMF2 14.6 7.9 -2.1 19.2 13.0 2.1 25
NMPyP 19.7 11.7 -0.4 22.6 13.8 2.1
DMSCr 12.6 5.9 -3.3 0.8

aN,N-Dimethylformamide ? N-Methylpyrrolidin-2-one ¢ Dimethyl sulfoxide.

anion interaction leading to the ion pair makes it less prone already there. It should be noted that the reactions promoted
to solvent discrimination than the separate ions, as might beby PTC are generally substitution reactions involving anions.
expected. A typical reaction is a cyanidation:

Few authors have published enthalpies and entropies of
transfer. An exception is the transfer of thallium(l) halides + - <
between water,N,N-dimethylformamide, and propylene CoHirClog + Q Ef+ E:N aq . -
carbonaté?” If for a given ion pair there are entries in Table ~ CgH17Clog + Q' CN = CgH;,CNyg + Q75 + Cl
1 for more than one solvent, the thermodynamic function of (87)
transfer can be obtained from the difference, but this
calculation should be applied with caution, since the condi- where @ is the phase transfer catalytic cationt@N o
tions (e.g., the temperature or concentration range) in thejndicates a more or less fully ion-paired salt in the organic

separate studies may have been different. phase (the salts are essentially fully dissociated in the aqueous
) o phase), and the octyl chloride serves as the organic solvent

6.3. Transfer of lon Pairs between Immiscible as well as the substrate in this examffe.

Solvents Two separate kinetic stages can be discettteghsfer of

The transfer of ions, as ion pairs, from a given solvent to _the anion from the agueous phase an_d its subsequent reaction
an immiscible second solvent is important from two practical In the organic phasewith each being able to be rate
aspects: phase transfer catalysis and ion separations, igletermining. The role of the catalyst is to lower the kinetic
particular of alkali metal cations and of anions. The system barriers as far as possible. The transfer of the anion can be
employed generally comprises two substantially immiscible facmtated by means of an amph_lphlllc cation that is solubl_e
liquid phases (although solid/liquid, gas/liquid, and super- in both phases, being largely in a dissociated state with
critical fluid/liquid systems have also been used), one of "eSpect to the anion of interest in the aqueous phase but ion
which is commonly aqueous. The other may be nonpolar, Paired with it in the organic phase. However, hydrophobic
such as a hydrocarbon, but may also be highly polar, such(i-e., lipophilic) cations can also be used, approaching from
as nitrobenzene. The general equation for the processthe organic solvent side to the interface, where they pick up

involves the equilibrium the anion from the aqueous phase. The ion pair formed in
the organic phase should be sufficiently reactive for the
ct +A . =CA” (85) required purpose; one feature that can make it so is the

a org

absence of any significant solvation by the nonpolar solvent.
The cation can be chosen at will and, if chiral, can lead to
chiral products. Two types of cation have been employed
for PTC: substituted quaternary ammonium cations and, less
commonly, small cations embedded in crown ethers or
cryptands, mainly dibenzo-18-crown-6 with"KHowever,
the possible variety is almost infinite, as is the variety of
anions that can be transferred.
The rate of transfer of the anion to form an ion pair in the
+ - <A =t - organic phase in PTC increases up to a point and then
ClagTA = CA og=Clogt Aog  (86) diminishes when the number of carbon atoms, in the
. chains of a substituted quaternary ammonium catioh, Q
6.3.1. Phase Transfer Catalysis increases. The rate depends on the cation bulk for two
In phase transfer catalysis (PTC), an anion is commonly reasons. One is the distance of approach of the cation to the
transferred from an aqueous solution into an immiscible interface, being larger for a symmetrical quaternary am-
nonpolar organic solution, where it reacts with a substrate monium cation, such as tetrahexylammonium, A%, nc

displaced strongly to the right, where the cation C is almost
invariably monovalent, as is generally also the anion. If the
organic solvent is nonpolar, the ion pair is poorly solvated
and it has only van der Waals interactions with the sur-
rounding solvent molecules. If the organic solvent is polar,
the ion pair CA~ may dissociate to a small or large extent

in the organic phase:



4612 Chemical Reviews, 2006, Vol. 106, No. 11 Marcus and Hefter

= 24, than for an unsymmetrical one, such as methyltri- lim(c—0) Dc = ¢ /e = Ky (89)
octylammonium (MeOsN™), nc = 25, or didecyldiethyl- o
ammonium (DeEtNT), nc = 24. The latter two cations
provide for easier pickup of the anion from the interface.
The other cause is the coverage of the interface by the
cations, with there being space for more if the bulk is smaller.
Thus, with a proper choice of Qand its lipophilicity, the
maximal concentration of the anion in the organic phase,
and hence the maximal rate for transfer-controlled reactions,
can be achieved.

This would be the case with organic solvents of low polarity
and relative permittivity. But if appreciable dissociation of
the ion pair in the organic phase can occur (eq 86 with an
equilibrium constanKeqi (for dissociated ions)), then there
should be no dependence of licrt0) Dc on the concentra-
tion c. Therefore, plots of lodD¢ against logc would have
slopes of+1 and 0, respectively, in these limiting cases.
- . These slopes can serve as diagnostic tools for the extent of
However, a too-intimate approach of the anion to the jon pairing in the organic phase, assuming that activity
cation leads to stronger electrostatic interactions betweencqefficients remain essentially constant. This is attainabie
them an_d hence to a Ipwgr reactivity of t_he anion. The rate in the aqueous phase by adding a nonextracted swamping
of reaction of the anionic part of the ion pair with the gjactrolyte at sufficiently high and constant concentration.
substrate can be estimated from tjevalue (not to be There are two further aspects to the extraction of ions as
confused with the cutoff distaneg, which should optimally jon pairs from aqueous solutions that should be considered.
be =1 for higher anion reactivity. This value (for quaternary one s the total extractability, i.e., the magnitude of the
ammonium PTCs) is the sum of the _reC|pr§)caIs of the number gisyripution ratioD, and the other is the selectivity, i.e., the
of caibon a&oms in the chains, bemgxil /s = 0-6?7 for ratio Ds/D,, for the exchange (eq 88) or similarly for the
Hx4N1 ;3% s +1=1.375 f+or MeOgN™, and 2x /10 + exchange of anions. As the basicity (electron donor ability)
2 x > = 1.200 for DEELN™. On the other hand, if the ot the solvent increases, measured for example by the
intrinsic rate of the reaction is fast, then the rate can be Kamlet-Taft 8 parameter (cf. the discussion around eq 84

transfer controlled, and then 15 ¢ < 2.0 is optimaf*® above), the magnitudes of the distribution ratios of salts with
This aspect of the PTC can be handled in terms of the Hansch, given anion increasé! Conversely, as the hydrogen bond

lipophilicity (hydrophobicity) parameters that are group- gonating (electron acceptor) ability of the solvent increases,
additive, being negative for hydrophilic groups and positive measured by the Kamlefaft o parameter, the distribution

for hydrophobic one&® ratios of salts with a given cation incread&However, the
Further consideration of phase transfer catalysis is outsideselectivity is not much affected by such uniformly increased
the scope of this review. D values. On the contrary, selectivity is largest when, say,
Dg > 1 andD, < 1, a condition that depends more on the

6.3.2. lon Pair Extraction sizes of the ions than on the properties of the solvents.

Wh in oh ¢ f talvsis th hasis i th Moyer and Su#?* explored this point with respect to the
ereas in phase transfer catalysis the emphnasis IS on Féelectivity for cesium over sodium in ion pair extraction.

transfer of anions by means of hydrophobic cations, the They concluded on the basis afG°(CHW—S) data that
reverse is often true for ion pair extraction, where the focus without consideration of the anion, selectivity would be

is on the transfer of hydrophilic cations by means of |, et in solvents with low KamlefTaft 5 values or solvents

amphiphilic or lipophilic anions. For many practical pur- yhat are soft. Among water immiscible solvents, dichloro-
poses, the cations transferred are the alkali metal cations thainethane 1.2-dichloroethane. and nitrobenzene should have

do r&oft forrr]n comple_xes V}’ith thehqhﬁllatinhg agednts t%%t are sych preferences for cesium. If the relative permittivity is
used for the extraction of more highly charged cations. o |atively high (water-saturated nitrobenzene= 34.8 at

However, for anion separation, lipophilic cations are of 595 15 k) eq 86 would be operative and the anion would
course requireé@? The exchange equilibrium involving the have no effect, as found experimentally. Howevere; ifs

two (monovalent) cations € and €', low (1,2-dichloroethane;, = 10.4 at 298.15 K), eq 85 shows
. . . that the anion has a considerable effect. A bulky, hydrophobic
c* aqTA gt c A org— anion will lead to high distribution ratios but not necessarily

B+ - ot 5 — to large selectivity. Nitrophenolates (e.qg., picrate or dipicryl-

C gt A aq C A org (88) aminate), tetraphenylborates (e.g., with fluoro- or trifluoro-
) ] ) o ] ) methyl groups on the aromatic rings), and dicarbollides have
is sometimes invoked in this connection, where the seemingly heen suggested for attaining large selectivity for the extrac-
redundant Agq on both sides serves to show that the tjon of Cs".221223The larger the distance of the cation from
equilibrium conditions require electroneutrality in the aque- the negative charge center of the anion, the better would be
ous phase. It was found exped®#tin such cases to  the selectivity for the larger cesium cation in ion pair
discuss the transfer of individual (cat)ions and to describe extraction.
the systems and predict the po_sition of the equilibrium in  \utatis mutandis, similar considerations apply to the
terms of the standard molar Gibbs energies of transfer of sg|ective extraction of anions, although ion pair extraction
individual ions,A(G°(C*,W—"S), or the distribution electro- a5 peen less intensively studied for tR&than for cations.
chemical potentiag® = AG°/F, whereF is the Faraday  The primary solvent factor that provides a large driving force
constant. for the extraction of anions with a given cation is the solvent

Consider a single electrolyte CA present in the aqueous hydrogen bond donation ability, measured by the Kamlet

phase that distributes according to eq 85 with an equilibrium Taft a parameter, favoring the extraction of the smaller
quotient (constant, if activity coefficients remain constant) anions. Other considerations have already been discussed in
Kexp = Cc,fCct.La~, Then, since the concentration section 6.3.1. An instance of selective and efficient extraction
remaining in the aqueous phasecs= cct,, = Ca-, the separation of fluoride anions from other halides is the

aq’

limiting distribution ratioDc depends ort as follows: extraction of the potassium salts with dibenzo-18-crown-6
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into m-cresol shown by Marcus and Aslét The selectivity D~, W, or C, but at small solute concentrations aRg
in this case derives from the better extractability rather than values, only one C and W will be present there. The
the ion pairing, since this is least for the'#¢rown complex following exchange equilibria occur in these systems:
with F~ in the strongly solvatingn-cresol relative to the other

halides. C'D +B'A"=C'A" +B'D"” (91)
6.4. Hydration vs lon Pairing in Molten Salt with an energy change @k per reaction unit and
Hydrates I N e

CD +BW=CW+B'D (92)

Molten salt hydrates are a special case of very concentrated
aqueous solutions. The hydration numbers of crystalline saltwith an energy change ef; per reaction unit These exchange
hydrates are typically 29, they dissociate (in dilute solu-  energies were considered to be independent of the other
tions) to 2-4 ions, and the mean ratio of water molecules occupants of the sites near the ions involved. These systems
per ion in the melts ranges from 1:1 to 9:2. The molalities were studied potentiometrically with an electrode reversible
of the melts range from 6 to 27 mol k§ The mean distance  to A~ to yield the potential differencAE in the presence
apart of the centers of ions/nm, in ac M solution of a  and absence of € The association constant is thus obtained:

symmetrical electrolyte is
Kea = Iim(RC—>O)[(F/R'I)(8AE/8RC)RN] =
Zexp(—edkgT)/[1 + Ry exp(—ey/ksT)] (93)

. - The values of the energies andey were derived from the
In a1 Msolution,d = 0.94 nm, permitting water molecules gependence oKca on Ry. The competition of the two
(diameter 0.28 nm) to be located between the hydration shellscations for water in the melt is expressedepy The results
of some hydrated ionsnla 3 Msolution, the mean distance  ghow, for instance, that Gtlis preferred by the water over
isd = 0.65 nm only, and in a 10 M solutiod,= 0.44 nm K+, Li*, and NH* but that C&" is preferred over Cd as
only. It is, therefore, to be expected from geometrical |ong asR, is low (not in molten Ca(NG),4H,0). Water is
considerations that the near surroundings of a given ion in preferred by ZA&" and Hg* over NH;*, but the latter is
the melt must include both water molecules and at least onepreferred over Po.
counterion associated with it as an ion pair. Solutions = Other techniques have also been applied to the study of
containing such high concentrations of ions are encounteredipn association in molten salt hydrates, including X-ray
in nature as well as in industrial processes and laboratory giffraction22> Raman spectroscopy; and NMR??® the

practice. references given are to illustrative early reports. In 5 mol

Consider, for example, the Dead Sea shared by Israel andcg-1 aqueous solutions, where the mean distandes<0.55
Jordan, consisting essentially of an aqueous solution of 3 x-ray diffraction did not detect any iefion contacts
magnesium, calcium, sodium, and potassium chlori¢fes. in | jc| and NaCl solutions, but such contacts were found in
The sum of the concentrations of the ions is 8.8 M (replacing csci solutions. The “irregular cation hydration” noted in
2c in the denominator of eq 90, since some of the salts are \igcl, and CaCl solutions and a hydration number of the
asymmetric), and their mean distance apad #s 0.57 nm. —chioride ions lower than 6 were interpreted as indicative of
On the basis of the primary and secondary hydration some jon pairing?® In melts of Mg(NQ), + (Rw)H:0,
numbers, this brine contains some 28% “free” water. The Raman spectroscopy showed thaRif > 6, the primary
hydrated alkali metal cations are separated from the chloridepygration shell of the M§ remains intact but 2SIPs and
anions by “free” water, but the hydration shells of the g|ps were formed aBy was reduced below this limiting
divalent alkaline earth cations already overlap that of the ygjye. WhenRy was < 6, the nitrate anion penetrated the
chloride anion. In an industrial process involving the Dead pygration shell of the MY, and atRy = 2.5, a specific
Sea, an ‘end brine” is produced that contains 15 M ions rearrangement of the quasi-lattice of the melt took place,
(total) withd = 0.48 nm and has a deficit 6f31% of “free” there being then two distinguishable nitrate anions (presum-
water. In this brine, the hydrated alkali metal cations are in gpjy coordinated by one and two oxygen atoRENMR
contact with (partly dehydrated) chloride anions, but the latter chemical shift data in equimolar melts of Ca(j§4H,0
penetrate the secondary hydration shell of the magnesiumyith other nitrates (at 369 K) show that the Zaon took
ions and even the primary hydration shell of the calcium yp, 909 of the available water when the other salt was KNO
ions. SIPs and, on average, some CIPs are, therefore, presemjyt only 83% when it was M&INOs. When, at the same
in these brines merely due to geometrical causes, before anyyater content, a fifth of the Caions were replaced by Mg

consideration of electrostatic attractiti. _ ions, the former took up only 68% of the available water
A different way to look at molten salt hydrates is t0 \yhereas the latter took up the ré&t.

consider them as being represented by a quasi-lattice
consisting of two interleaving sublattices, one occupied by e
cations and the other by anions and water molecules. Systems7' lon Pairing in Polyelectrolytes

that have been studigd consist of a solvent salt 8, Polyelectrolytes are common in nature (proteins, DNA)
where B- = NH,*, (Li*,K*) at the eutectic composition, or  as well as in chemical practice (ion-exchange resins, poly-
1/,Ca* and D = NOs~; water, denoted by W; and a solute phosphate detergents) and have interesting properties that
salt C*A~, where C = Ag™", Y,Zr?t, Y,CPt, Y,Hg?", or have been described in many books and reviews. It is
1,P*" and A~ = CI~ or Br. The quasi-lattice is character- inexpedient to repeat here much of this information, even
ized by a coordination numbet and the ratios of solute  not that part that pertains to ion pairing of mobile counterions
salt and water per solvent saltB~ are denoted bfRs and with fixed ionic groups of the polyelectrolyte. Only a few
Rw. TheZ lattice sites around a cation*Aare occupied by  of the earlier and seminal studies of the latter phenomena

d=[10"3(m¥dm 3 x
107 (nmPim%)/2 x ¢ (mol/dm 3) x N, (mol™]**® (90)
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can be highlighted here, in addition to some recent publica- that the chloride anions remain completely mobile but that

tions that address the main issues. the association of the sodium cations with the polyelectrolyte
A typical polyelectrolyte has a polymeric backbone to IS enhanced due to the common ion effect. The main point

which are attached at intervals ionogenic groups. These mayt© note is that, even in very dilute solutions of the polyelec-

be completely ionized and, hence, consist of a so-called fixedtrolyte, the environment of a given sodium cation at an

ion covalently attached to the backbone and a mobile @PPreciable value af consists of many anions with which

counterion that is free to diffuse in the solution that surrounds it ¢an associate. The ionic atmosphere does not become

the polyelectrolyte, although it may bind electrostatically to infinitely dilute with decreasing concentrations of the poly-

the fixed ion (or cooperatively to several fixed ions). When €lectrolyte,c — 0. ) o

extensively ionized, the polyelectrolyte is in its fully extended  The operative expression for description of the course of

form, due to the mutual electrostatic repulsion of the fixed the titration is

ionic charges. It can then be modeled as an infinitely long

rod with charges at its surface at a uniform charge density, PH 109 ay,. +10g[(1 — o)/a] —log f = pK, — pK,

e.g., according to Fuoss, Kachalsky, and Lifé&hAnother (94)

kind of polyelectrolyte has weakly acidic or basic fixed ) o ) )

groups attached to the backbone that are not ionized unles§vheref is the degree of binding of the sodium counterion,

neutralized with a base or protonated, respectively. If ionized, Ka is the intrinsic dissociation constant for the acid, #qd

the counterions behave as for the kind of polyelectrolytes iS that of the ion pair (the reciprocal of its association

described above. If the degree of ionization is low, the constant). This treatment by Harris and Ri€eassumed

polyelectrolyte will take up a more coiled conformation that random distribution of the three types of sites along the

or relatively short (e.g., in polyphosphates) and may be cross-SUch as requiring an ionized site adjacent to the one where

linked to form a gel. The surrounding solution may contain i0n pairing took place. The mutual interaction of neighboring

in addition to the counterions one or more other electrolytes iOnized sites was taken into account by Lif$8hput the

but need not do so. Until recently, the discussion of final resu_lt was the same as eq 94, i.e., as for the case where

polyelectrolytes and, in particular, their association with NO Such interaction was considered.

counterions was limited to aqueous solutions, but more However, if the electrostatic potential of the polyelectrolyte

recently, experimental information and theoretical treatments i high, the interactions with counterions need not follow

become available. polyelectrolyte chain was calculated according to several

models. Gregor and Gregét proposed a model involving

a rod of infinite length of radiua and along which the fixed
charges are located at random intervals, and a solution region
extending up to a distande from the center of the rod in
which counterions are affected by the potential. Counterions
of different sizes, with radius; of the smaller one and of

the larger one, can approach the rod to different distances.
A selectivity constant (ratio of binding constants) arises from
‘this difference in the distance of closest approach. The
quantityd = —e(1/b)/4meqeksT is defined, where is the
average charge per unit length of the rod (note the change
om the symbolQ used in ref 232 that is used below in
nother sense). Another quantity,is implicitly defined by

(02 + 1)R %(4mepeksT/€?) = ¢ + cs, Where the subscripts

| and s denote the larger and the smaller counterion. Then
the selectivity coefficient between the two kinds of ions is

Three types of polyelectrolyte solutions are briefly dis-
cussed here: a linear, weakly acidic polyelectyrolyte, such
as (partly) neutralized polyacrylic acid; a linear, strongly
acidic polyelectyrolyte, such as polystyrenesulfonic acid; and
a polyelectrolyte gel, such as the cross-linked polymeth-
acrylic acid ion exchanger. Two distinct phases exist in the
latter type of gel polyelectrolyte in equilibrium: the gel phase
and the outer solution. The treatments of polybases, e.g.
(partly) protonated polyvinylpyridine as an example of a
linear, weak electrolyte, and the cross-linked polystryrene
benzyl trimethylammonium salt strongly basic anion ex- f
changer are completely analogous to the examples discusse
here and need not be treated separately. A distinct class og
polyelectyrolytes (polyampholytes), however, involves
polypeptides and proteins that have both basic and acidic
functions, such as arginine and glutamic acid moieties, on
the same polymer chain. These, however, will not be ),
discussed here at all. Ks=[Ale + c)ied/

Consider an aqueous solution of polyacrylic acid that is [1 + acotaIn{(a+r)/R} — tan ‘a] — (c/c) (95)
being titrated with an aqueous sodium hydroxide solution
in the absence of added soluble salt. As the titration proceeds;This expression was tested by Gregor and Gteffith a
the degree of ionization of the polyelectrolyte,increases  completely ionized polymethacrylate gel cross-linked to
up to the equivalent point. Since such a polyelectyrolyte tendsvarious extents, 0224 mol %, by ethyleneglycol dimeth-
to be polydisperse, i.e., has polymer chains of different acrylate (EGDM). They studied the exchange of the small
lengths, it is convenient to specify its concentration terms cation K" (assignedrs = 0.175 nm) and the large cation
of the total number of monomeric titratable groups per unit Me;N* (assigned; = 0.347 nm) or EfN* (assigned; =
volume. Three types of “sites” on the polymer chain can be 0.400 nm), on this rodlike polyelectrolyte, which was taken
discerned, the relative abundance of which depends on theto have a radiua = 0.21 nm and a charge density obX
degree of ionizationa. and the concentratiort of the 3.23 unit charges per nm. The experimental selectivity
polyacrylic acid that is being titrated. These sites are not- coefficient, K'sexpi has a contribution from the osmotic
yet-neutralized protonated carboxylic groups, ionized car- pressure and the difference in the partial molar volumes of
boxylate groups, and carboxylate groups ion paired with the the ions: expf(Vi — Vo)/RT], a factor multiplying the
sodium counterions. When the titration is carried out in the electrostatic contribution expressed by eq 95. The values of
presence of excess salt, say sodium chloride, it is assumedr andR are obtained from the swelling of the polyelectrolyte
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gels in water. The testing of eq 95 against the experimental One of the quantities expressing the properties of poly-
selectivity could not, however, be carried out completely, electrolyte solutions is the Donnan salt exclusion parameter
since an important variabtethe permittivity of the water in T, describing the bias against the presence of mobile ions in
the annular region around the polyelectrolyte definedRby the vicinity of the polyelectrolyte in the presence of a salt
could not be estimated independently. Taking eq 95 as valid,in the bulk of the solution (manifested in an experimentally
Gregor and Greff3 obtained a value of the permittivity in  directly measurable manner in the case of the two-phase
the vicinity of the polyelectrolyte rod of = 30 &+ 3 from system of a cross-linked ion exchange gel and an outer
the K"/Mes,;N* exchange for cross-linking with-424 mol solution). If the concentration of the salt in the external
% EGDM. However, when the data for theHEtuN" solution iscs' and that in the vicinity of the polyelectrolyte
exchange were employed instead, the lower valeel5 + is cs, then the limiting value of" for a concentratiort, of
5 was obtained, for no apparent reason. the polyelectrolyte tending to zero is formally defined by
The problem of the estimation of the solvent permittivity
near the polyelectrolyte was taken up subsequently in a (97)
number of ways, and a definite procedure was established ,
by Lamm and Pack® They calculated by finite difference  Manning®’ showed thatl” = Y/5(1 — *>§) when& < 1
Poissor-Boltzmann techniques the permittivity of water at Whereas if§ > 1, thenI" = Y/,&. He compared these
various distances from a charged cylinder considering the €xPectations with experimental data available at that time
effects of the surface boundary, of the presence of the fixed for sodium polyvinyl sulfate and polyacrylate (of various
ions, and of the counterions and, eventually, of added degrees of neutralization) and potassium polyphosphate
electrolyte, all leading in some manner to dielectric satura- @nd DNA, havingé ranging from 0.29 to 4.20, with good
and a charge density corresponding to B-DNA, showing the Of the sodium polyacrylate and polymethacrylate were well
surface effect to be minor but with both the fixed and the Vindicated. ) o
counterions causing a large decrease of the permittivity near The discussion hitherto concerned the association of
the charged cylinder. The total relative permittivity rose from Univalent counterions with the fixed ions of the polyelec-
~5 at the surface of the cylinder to28 at a distance of 0.5 trolyte. The association of multivalent ions introduces
nm, to ~45 at 1.0 nm, and to-58 at 2.0 nm, when there complications that have been the subject of many studies.
was 50 mM added salt present. In the absence of added salt¥Vhen the charge density along the polyelectrolyte chain is
the values at 0.5 nm~38) and at 1.0 nm~54) were ow, a muI.tlvalgnt counterion associates w.|th a single
appreciably larger. Obviously, a low permittivity of the (univalent) fixed ion, reversing the charge of this site. When
solvent near the polyelectrolyte is conducive to electrostatic the charge density is high, multivalent counterions can
binding of counterions to fixed ions. associate with several adjacent fixed ions, .neutrahzmg the
The sulfonation of polystyrene to form a polyelectrolyte charge. Furthermore, when the concentration of the poly-
has the advantage that the density of fully ionized groups €lectrolytec is large, the multivalent counterions can act as
along the chains can be varied at will according to the degree€ross-linking agents between adjacent chains.

. . . 2
of sulfonation, from having a sulfonic group on every phenyl !t Was recently shown by Porasso et#that not only
ring to having only a few groups along the chain. Even with electrostatic association of multivalent counterions with the

fully sulfonated polystyrene, the variability of the relative *€d charges takes place but also coordinative bonding is

molar masaM of various preparations can be utilized. The POSSible, as for Cd with polyacrylic acid that is being
osmotic pressures of aqueous solutions of the acid and titrated with KOH. In this case, both “territorial” condensa-

the sodium salt of sulfonated polystyreneMf= 2 x 10* tion of the divalent cation and specific binding occur, whereas
to 1.06 x 10° were related by Wang and Bloomfié# to in the presence of Gaonly the former kind does. A similar
their monomolarities according tar = RTpc, whereg is view of allowing for both condensation and specific binding

the osmotic coefficient related to the charge density param-'Vas taken by Sabbagh and Dels&iiin their study of the
eter&: precipitation and eventual resolubilization of polyelectrolytes

in the presence of multivalent ions. They pointed out that
the binding of az-valent cation to a (monovalent) anionic
site causes charge reversal t@ & 1 valent cationic site
that then interacts electrostatically with a neighboring
whereQ is twice the Bjerrum length (for univalent ions), (negatively charged) fixed ion, leading eventually to pre-
i.e., Q = e/4necksT, andb is the linear charge spacing cipitation, if the electrostatic repulsion between sites of the
along the polyelectrolyte chain. Agreement was found with same charge becomes too small to keep the polyelectrolyte
the valuef = 4.0, corresponding with = 0.25 nm toQ = extended. Furthermore, when multivalent ions act as cross-
1.0 nm ore = 56 in the surroundings of the polystyrene- linking agents between adjacent polyelectrolyte chains, this
sulfonate rods. The expression (eq 96) for the osmotic co- causes phase separation at sufficiently high concentrations.
efficient was previously derived by Lifson and Kachal®y  When the added-valent ion concentration is increased
and by Manning*” but was shown by Manning to pertain beyond a certain threshold, however, the screening of the
only to the case that > 1. For added-salt-free polyelec- electrostatic attractions permits the polyelectrolyte to be
trolyte solutions withé < 1, the limiting value of the osmotic  soluble again. Barium ions were able to precipitate all kinds
coefficient isp = 1 — /,£. Only when the average distance of anionic polyelectrolytes, whether carrying carboxylate,
b between the fixed charges on the polyelectrolyte is smaller sulfonate, or sulfate fixed ions, whereas other divalent metal

I' =lim(c;—~0) (cs' — cd)lc,

@ = "1,E="1,(Qlb) (96)

thanQ (i.e., when > 1) would the electrical potential cause
the (univalent) counterions to bind to (“condense?8f'the
fixed ions, thereby reducing the effective value&ofo the
critical value of unity.

ions precipitated only the carboxylate-carrying polyelectro-
lyes.

A molecular dynamics study by Winkler, Gold, and
Reineket*® demonstrated the collapse of the extended rodlike
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polyelectrolyte structure in the absence of added salt to athe expressions for thé coefficients of the conductivity
coil-like conformation when the interaction energy of the expression and in the expression for the mean ionic activity
fixed ions and counterions is increased beyond a certaincoefficients. As written, eq 39 involves the distanBgsand
threshold. For these simulations, polyelectrolytes of finite R,, which may be set equal to each other but are in effect
length (rather than the infinitely long rods in the models fitting parameters that ought to be the sameRda eq 10
considered above) were used, and the measure for thefor the activity coefficient. The general conclusion from such
collapse of the chain was the end-to-end extension or thestudie$®®! is that the values oK, and R are closely
radius of gyration. It is the multivalent ions that provide the correlated. Analysf of very precise low concentration
sufficiently large interaction energy for a given length of conductivity data led to the common valRe= 1.07 nm for
polyelectrolyte and distance between the fixed charges. aqueous divalent metal sulfates, in fair agreement with the
Most of the discussion hitherto dealt with polyelectrolytes valuer, + r_ + 2d,, obtained from the IcCM (section 2.5)
in aqueous solutions, although some of the authors mentionecand calorimetric heat of dilution resuftsStill, the resulting
considered also solvents of lower permittivity designated as values ofKa (all >100) differ by as much as 10% when
“poor”, in contrast to water taken to be a “good” solvent. different but still reasonable values of the ion size parameter
Among these authors, Manniigwas one of the earlier. A are used.
lowered permittivity of the solvent has a similar effect as  However, ifKa° < 2 M~1, the mere existence of the ion
the presence of multivalent counterions, in that it promotes pair may be questioned. It is expedient for this purpose to
counterion association with the fixed ions, reducing the calculate, first of all, the parametér= g/a (cf. eqs 3 and
effective charge on the polyelectrolyte chain, leading to its 4), from eq 12, i.e., from the charges on the ion partners,
collapse ultimately, although with univalent counterions the the permittivity of the solvent, and, most importantly, the
additional effect of cross-linking between adjacent chains is distance of closest approadh, If the resultingb < 2, no
absent. The effects of lowering the permittivity of the solvent discernible ion pairing probably takes place. For a value of
were studied by Liu, Hu, and Toft for a highly ionized a= 0.4 nm and univalent ions, the upper limit of the relative
linear sulfonic acid copolymer in tetrahydrofuran (THF) permittivity to allow ion pairing withKa® = 2 M7t is ¢ ~
dimethyl sulfoxide (DMSO) solutions by means of viscosity 33 at 298.15 K. However, this value of the permittivity
measurements. As the THF content increased, the reducedlepends strongly on the choice of the distance paraneeter,
viscosity, 7 — no)/noc, decreased with increasing polyelec- The correlation of the value ¢f,° derived from conductivity
tyrolyte concentration. This was explained by the decreasedata with the selected value afis demonstrated clearly by
of the extension of the polyelectrolyte chains that can Duer and co-worker8for HCl and KPR, where association
entangle with one another to more globular and mobile does not exist or is very weak in dilute solutions, those for
conformations. This change, in turn, is caused by increasedwhich the conductivity expressions are valid.
counterion association, which is assumed to lead to attractive  Still, association constants as low as 0.29'¥br aqueous
dipole—dipole interactions of adjacent dipolar fixed ion MesNTCI~ or 0.83 M™* for Me;N*Br~ are reported® as
counterion pairs. Eventually, at sufficiently high THF obtained by chemical trapping dfBr NMR line width

content, precipitation occu?é? methods. For MEN*Br-, the association constant was said
to be in agreement with results obtained by dielectric
8. Discussion relaxation spectroscopy (section 3.5.1), £@.4 M%, and
by conductivity, 1.24 M? (ref 244 and references therein).
8.1. Weak Association vs Activity Coefficients No information is given in these and similar studies on the

) ) ) o ) ] values ofa andR, but a value o is implicit in the activity

It is mentioned in several places in this review that, in the coefficient expression employed. From tRa= 1 used?*
case of weak association to ion pairs, great care must bea = 0.30 nm results (see eq 99 and discussion below), which
exercised in order to disentangle the specific effects of js a very small value of the distance of closest approach for
association between two oppositely charged ions from the the ions of these salts.
general electrostatic effects on a SpeCifiC ion by its ionic This choice ofais not as simp|e as it would appear if the
atmosphere. A major problem, therefore,.ls.the appreciablespecificationa = ry + r_ were made, where theare the
correlation that exists between the association constaht  crystal ionic radii. According to the extended Debysiickel
and the activity coefficients of the dissociated ions. This expression genera”y emp|oyed for Comp|ete|y dissociated

occurs whetherKa® is determined experimentally or is  electrolytes, the activity coefficient on the molal scale is
calculated theoretically; hence, the derived fraction of the

electrolyte associated, 4 «, also depends on the activity logy, = _Am|Z+Z—||m1/2/(1 + Ba|m1’2) (98)
coefficientsy.'. This dependence and correlation is through
both the distance of closest approaeh,and the cutoff and on the molar scale it is
distanceR, beyond which the ions are considered to be free.

As a rule of thumb, it may be stated that if the association logy, = —AJz.z_1.”%(1 + Bal.'? (99)
constantK,® > 10 M™%, the care to be taken refers to
obtaining the exact magnitude of this constant by either For these expressions, valuesaof r, + r_ were sometimes
experiment or theory. In such cases, there would>lié6 specified, albeit in cases where ion pairing was suspected.
ion pairing at 1 mM and>8% ion pairing at 10 mM salt, Examples in the older literature are for aqueous Rbl and
which can be determined fairly accurately, while the activity TIOH (ref 2, pp 246 and 410), for aqueous Ph&hd CdC}
coefficients of the free ions can be assumed to be not far (ref 10, p 555), or for ByNI (ref 10, p 277) or P&l in
from unity. Pethybridge and co-workét§*and Duer et al’? benzene (ref 10, p 307). Furthermore, in more recent
among others, commented on the need, when applyingpublications, there is a tendency to fix the prodBatin the
conductivity data to the problem of ion association, to employ denominator of the extended Debyliickel expression at
consistent values of the ion size parameter that appears ir298.15 K at 1.G*° 1.287246 or 1.5247:248 These constant
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parameters yield, with the theoretical valBe= 29.1¢,1? such electrolytes;.., decreased more rapidly than the fraction

nm~1, values ofa that range from 0.46 to 0.19 nm for 30 associated, - a, increased with increasing molalities

¢ < 80. The lower values are definitely below acceptable This led to the conclusion that association did not have to

r+ + r_ values. Therefore, eq 10 with a specified value of be invoked for 2:2 electrolyté® and even for, say, a 3:2

R has to be used instead of eq 99 for the activity coefficients electrolyte such as lanthanum sulfate, for modeling the

of the free ions. activity and osmotic coefficien8! However, proper dealing
The situation is confounded by the fact that activity (and with the association requires ti@nic activity coefficients,

osmotic) coefficients could be modeled very precisely by y.', egs 2 and 10, not the nominal (stoichiometric) ones, so

Pitzer and co-workers over wide concentration and temper-eq 103 as written is not correct, noting eq 42. See also ref

ature ranges without invoking ion association attaftéFor 88, where the correct formKam) = (1 — o)) my.2? (setting
a symmetrical electrolyte, the Pitzer expression is yip = 1)—is obtained on inversion of the dissociation constant
reported there. Furthermore, the ionic strength must be
Iny,=lz,z_|f+Bm+ Cnf (100) adjusted for the diminished concentration of the ions. The
assumed maximum in the formation of ion pairs resulting
where the electrostatic term is from eq 10322502515 therefore an artifact. Thus, the ability

to model the activity and osmotic coefficients of electrolytes
f=—AlY%(1+ b1Y® + (2b) In(1 + bi*¥)]  (101) by Pitzer's expressions does not constitute in itself a denial
of the formation of ion pairs under appropriate conditions.
Barthel and co-worker¥,among otherd3? have applied
Pitzer's equations for modeling the activity and osmotic
B=280 + coefficients of salts in nonagueous solvents. They sh&wed
@ 2 N w1 2 that although the equations could be applied in nonaqueous
(2%, "1)[1 — exp=ay V(L + oyl = Y0, 21)] solvents (e.g., the lower alcohols, acetone, acetonitrile),
(102) where terms irB®@ ando, had to be invoked, equally good
) - ) o modeling could be achieved, with fewer adjustable param-
with an empirically selected universal coefficient @f = eters, by the IcCM (section 2.5) that invoked ion pairing
2. ThenC, as well ag3® and 8™ are fitting parameters for  specifically. The concentration range over which the IcCM
each electrolyte (and are temperature dependent). Theis applicable is widened when the activity coefficient of the
magnitude of3™® was said to be due mainly to short-range (uncharged) ion pair is taken into account with a salting-out

interactions of unlike charged ions; hence, it took the place (or -in) type expressiarin y,» = Bam on the molal scale;
of explicit recognition of ion pair formation. see also section 2.7.

For unsymmetrical electrolytes, a factor in the stoichio-
metric coefficients must b_e applied to the various terms in g2 Unsymmetrical Electrolytes
egs 106-102. The expressions were employed for modeling
the activity coefficients of 1:1 and 1:2 electrolytes and with  Early conductivity data, analyzed according to Onsager’s
the required modification also for modeling their osmotic limiting law equations? produced association constants for
coefficients, over wide concentration rangéslt must be a number of 2:1 and 1:2 electrolytes. For example, Righellato
mentioned that these expressions had been primarily devel-and Davie$™ reported standard dissociation constants for
oped for aqueous electrolytes at ambient conditions, but theirthe following ion pairs, for which their reciprocal§,®/M 1,
utility, usually with the addition of further adjustable are as follows: CaN@, 1.92; SIN@", 6.67; BaN@", 8.26;
parameters, was subsequently established also for aqueoukiSOs~, 4.37; NaSQ", 5.05; and KS@", 6.62. These data
solutions at high temperatures of lower permittivity, where are mainly of historical interest, since the conductivity
ion pair formation of strong electrolytes could be appreciable. expressions on which they are based have been superseded.
In the case of aqueous sodium chloride, nevertheless, ion The problem with conductivity data of unsymmetrical
pairing needed not to be invoked even at 3@) wheree; electrolytes is the presence of more than two ionic, conduct-
= 2024 ing, species in the solution, say,?M MX ™, and X for 1:2
However, consideration of ion pair formation was not salts. Quint and Viallart published conductivity expres-
avoided altogether by Pitzer and co-workers in agueoussions, based on modern concepts of the relaxation and
solutions at ambient conditions. They showed that the activity electrophoretic terms that take into account the presence of
and osmotic coefficients of 2:2 saltdcouldbe modeled by  several conducting species but ignore ion association. On
the addition of an additional term to the second virial the basis of these expressions, Lee and Whétpunblished
coefficient B of eq 100 that involved two new fitting a treatment that included ion pairing. They applied their
parameters3@ anda,. The latter could be set at BJA is treatment to MG (M = Mg, Ca, Sr, and Ba) in methanol at
the Debye-Hiickel coefficient in eq 101), and® would 10 and 25°C. The full expression involved six parameters
equal—0.5K° if association took place. The argument for A°(M?"), A°(MCI*), A°(CI7), Ka:° (for formation of MCI"),
considering the electrolytes to be completely dissociated for Ka2° (for formation of MCb), anda of the extended Debye
the purpose of the modeling was based on the consideratiorHuckel activity coefficient expression, eq 99s well as
by Davied? that as the concentration increases ion pairing those in the conductivity expression. The treatment ignored
reaches a maximum and then decreases, as derived from higher terms in the ionic strengtk? and %2, but included
terms up tol®? in the range of validity of the expressions
Kam = [(1 — /o[y /My (103) (up toxa = 0.2). It turned out to be impossible to derive the
six fitting parameters from the data, but the value\6{Cl )
(with the notation used throughout this review; Pitzer and could be obtained from independent data on 1:1 salts and it
Mayorga®® useda. for the fraction associated). It was then was reasonably assumed tli° = 0 for the very dilute
argued that th@ominalmean ionic activity coefficients of  solutions studied<{8 x 10~# M). Hence, only four param-

with an empirically selected universal coefficientof 1.2,
and
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eters had to be fitted from the data, which was done vibrational spectroscopy) for their formation often exists even

successfully. It turned out (fortuitously?) that(M?2")/2 ~ in water. When at least one of the ion partners has a charge
A°(MCI™) for the four salts at 28C and thea values ranged  larger than 1, ion pairing can be a reality in most solvents.
from 0.60 nm for MgC{ to 0.46 nm for BaCl At 10 °C, Many methods are able to provide the necessary information

however, a correlation betwedtn,° anda for CaCl was concerning the fraction of the electrolyte paired; &y, and
noted, widening the relative standard errors to 6 and 15% the association constaKi, (section 3).
respectively, compared to, at most, 2% for both parameters lon pairs, when formed in the solution, need not be of the
for the other salts and temperatures. contact type (CIP); in fact, one or two solvent molecules,
The Lee and Wheaton treatm&fitwas subsequently  derived from the solvation shells of the ion partners, may
employed by others to obtain the association constants ofintervene between them (in a SIP or a 2SIP). Few methods
unsymmetrical electrolytes from conductivity data, but can distinguish between these kinds of ion pairs, but
mainly in nonaqueous solutions. It appears that in aqueousultrasonic and dielectric relaxation can do so (section 3.5),
solutions the concentration limit of applicability of the provided certain quantities pertaining to the equilibria
expressions is too low due to the high permittivity of the between these kinds of pairs can be estimated. Spectroscopic
solvent. Solutions of M(CIg), (M = Mn, Co, Ni, Cu, and methods (section 3.6) are generally sensitive only to CIPs,
Zn) in dimethyl sulfoxidé® and of various salts in other so that if their use does not detect ion pairing, it cannot be
nonaqueous solverit§ were studied by Pethybridge in this concluded that ion pairs are not formed; they may be of the
manner. He also reviewed the various treatments propose®SIP or SIP kind. Thermodynamic data, such as the enthalpy

for such solutiong®” while Bianchi and Fernandez-Pripfi and entropy changes of ion pair formation (section 4.2) can,
analyzed the levels of approximation involved in the Lee however, indicate whether CIPs are formed (eAg:H°(IP,S)
and Wheaton treatment. > 10 kJ mot? is indicative of substantial solvent loss from

Studies of ion pairing in unsymmetrical electrolytes the solvation shells and CIP formation).
were not confined to the analysis of conductivity data, = Among theorists in the field, a consensus has been reached
however. Other approaches need not be complicated by theby now that the electrostatic attraction between the ion
fact of there being severab@) conducting species in the partners of the pair, being the long-range driving force for
solution, although the simultaneous presence of severalthe pair formation, can be dealt with more or less on the
species in equilibrium is inherent in the problem. For lines proposed 80 years ago by Bjerrum (section 2).
instance, Puchalska and co-workétsstudied the outer-  Controversies still exist on how to deal with short-range
sphere association (i.e., 2SIPs or SIPs) of nickel salts ininteractions, including those that involve the repulsion of the
DMSO by means of both visible spectrophotometry and ions at very short distances and of the solvent molecules in
conductance. Capewell and co-workers studied the ionthe solvation shells. Several theories (RISM, MSA, IcCM,
pairing to form NaC@ in aqueous solutions by means of among others; sections 1.3, 2.5, and 2.6) vie for the attention
potentiometry (section 3.2) with a Niapecific electrode in  of researchers.
media containing MéNCI, the cations of which were The main issue from the theoretical standpoint is the
assumed not to form ion pairs with carbonate anions. Whenaccurate calculation of the activity coefficients of the free
CsCl was used as the ionic medium, some evidence for veryions (and the ion pairs, even if neutral) at experimentally
weak association to CsGOwas founc?®® Buchner and co-  realistic concentrationgithout the use of empirical param-
workers studied the ion pairing in aqueous sodium ox&late eters When using the DebyeHiickel model and its various
and sulfaté® by means of dielectric relaxation spectroscopy developments for this calculation in the context of ion
(section 3.5.1). For the oxalate system, the data did not permitpairing, this amounts to properly specifying the distance of
an independent decision on which kind of ion pair exists, closest approacha, and the cutoff distanceR. lons of
and only comparison with literature data for the stability opposite charges being at distanaes r < Rare considered
constant could permit the conclusion that a 2SIP is the ion to be paired when residing at such a distance longer than
pair present up to saturation. In the case of the sulfate systemordinary diffusion times dictate. Without developments in
the data require the presence of an additional species, thetheory in this area, there will be lingering doubts about the
SIP, to be fitted properly. These items are only an illustration reality of ion pairing, at least for low charge electrolytes in
of the many studies by the various methods discussed inhigh permittivity solvents. On the other hand, as shown
section 3 of ion pairing in solutions of unsymmetrical throughout this review, the evidence for the existence of ion
electrolytes. pairs in many electrolyte solutions is very strong.
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